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ABSTRACT

The Standard Model of particle physics is arguably one of the most outstanding achievements of human
intellect. Even though in the last 50 years, it has demonstrated considerable successes in providing ex-
perimental predictions, there are still unexplained phenomena. Galactic and extra-galactic observations
point to a Universe in which the mass content is dominated by a hypothetical form of non-luminous mat-
ter, called dark matter, that cannot be explained by the Standard Model of particle physics. Moreover,
astrophysical observations and everyday experience suggest that anti-baryons are essentially absent in
the Universe. This matter-antimatter asymmetry could be resolved if the number of baryons and leptons
were not a true symmetry of nature, implying the decay of bound protons and neutrons in nuclei.

Mainly motivated by the search for dark matter in the form of weakly interactive massive particles
(WIMPs), the XENON collaboration started a multistage experiment based on a dual-phase (liquid and
gas) xenon time projection chamber, aiming to enhance the sensitivity of elastic scattering of WIMPs
with xenon nuclei by increasing the target mass and decreasing the background level. The first part of
this manuscript motivates the use of liquid xenon for these searches and describes the dual-phase TPC
detection principle. The current phase, XENONnT, was assembled and commissioned during 2020 and
early 2021. The main detector of the experiment is a 8.6 t xenon dual-phase time projection chamber with
an instrumented liquid xenon mass of 5.9 t, constantly monitored by 494 VUV-sensitive photomultiplier
tubes. WIMPs interaction in the xenon is expected to primarily produce nuclear recoils (NRs) while the
background is dominated by electron recoils (ERs) interactions.

The photosensors are essential for the operation of the experiment. Out of the 494 PMTs, 386 were
purchased new, and the rest were inherited from the previous experiment phase, XENON1T. The newPMTs
were selected after a rigorous testing campaign outlined in this manuscript. Next, the XENONnT TPC
assembly is presented, focusingmainly on the PMTs. The characterization of the PMTs conducted during
the commissioning of the experiment and the working conditions adopted to improve the performances
are then described in detail. Ultimately, the PMT performances and their evolution during the first physics
search data taking are discussed. As a result of themeticulous testing procedure, the quality of XENONnT
photosensors has improved significantly over that of XENON1T PMTs. This is further demonstrated by
the performance of the PMTs obtained during the first acquisition of physics data. XENONnT PMTs have
demonstrated reliability at cryogenic temperatures with a uniform and consistent response over time:
Only 3% of PMTs were excluded from the analysis, a factor ∼ 5 smaller than in XENON1T.

FromMay to December 2021, XENONnT collected the first physics search data (SR0). Motivated by an
excess over the expected background observed by XENON1T at low energies in the ER region, possibly due
to signs of new physics, XENONnT performed for the first time a simultaneous blind analysis of the ER and
NR events. The second part of this manuscript is devoted to presenting the results of the leading physics
channels of XENONnT experiment. The analysis pipeline and the detector response characterization are
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presented. The development of two data quality criteria based on scintillation signals is discussed. Next,
the derivation of the optical properties implemented in the XENONnT simulation framework is illustrated.
Lastly, the impact on the total ER background budget of radioactive nuclei from detector materials is
shown.

In this first science run, XENONnT achieved an unprecedented ER background index at low energies,
thanks to the reduction of the 85Kr and 222Rn concentrations. Within the (1, 30) keV energy range and in
a 4.37 t fiducial mass, a rate of (15.8 ± 1.3) (t × yr × keV)−1 was observed, roughly ∼ 5 times lower than
its predecessor, XENON1T. No significant excess above the background was observed in the low-energy
ER and WIMP searches. Therefore, upper limits on WIMP-nucleon elastic scattering for a wide range of
WIMPmasses were derived, leading to a minimal upper limit of 2.58× 10−47 cm2 at 90% confidence level
for the spin-independent case at a WIMPmass of 28 GeV/c2. Similarly, the analysis of low-energy ER data
has placed stringent new limits on solar axions, neutrino-enhanced magnetic moment, and bosonic dark
matter.

The last part of this manuscript is devoted to the nucleon disappearance analysis in 129Xe performed
with the XENONnT SR0 data. This process is a baryon or lepton - or a combination of them - violation
process which, if it exists, could be connected to the matter-antimatter asymmetry of the Universe. A
radiogenic technique is used in the analysis, in which one searches for the radioactive decay of nuclei
resulting from the invisible nucleon decay in some favorable and abundant isotope within the detector.
Using the total exposure of XENONnT, the p, nn, and pp disappearances in 129Xe were investigated by
searching for the decay of 128I, 127Xe, and 127Te, respectively. No sign of the radioactive decay of these
nuclei was observed, and therefore, lower limits at 90% C.L. were set on the decay lifetimes of nucleons
and di-nucleons, leading to a factor O(10) improvement with respect to the current limits derived via the
129Xe radiogenic search: τp > 6.09 × 1025 yr, τnn > 1.96 × 1025 yr, and τpp > 4.76 × 1024 yr.
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PREFACE
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tion countsmore than 170 scientists, and everybody contributes to running the experiment and performing
the analysis. Thus, not everything I am going to show is my own work. My contributions are listed, divided
by chapter and with a brief description.

• Chapter 4, XENONnT photosensors - The PMT testing campaign at the University of Zurich (section
4.2) was mainly performed by Dr. Adam Brown. At the beginning of my Ph.D. project, ∼ 40 PMTs
to test were left. Therefore my contribution was partial. Together with Dr. Adam Brown, we were
responsible for preparing the voltage dividers and cables for XENONnT’s PMTs. Lastly, as part of the
XENONnT PMT working group, I participated in all assembly phases of the PMT arrays at LNGS. In
addition, I participated in the operations of the TPC assembly, both above- and under-ground. These
operations are summarized in section 4.3.

• Chapter 5, Characterization and performance optimization of XENONnT PMTs - I have been deeply
involved in the calibration of XENONnT’s PMTs. Data processing, as well as gain and SPE accep-
tance analyses, were developed by Dr. Chiara Capelli, Dr. Shingo Kazama and myself (section 5.1).
I have followed all stages of PMT commissioning, from closing the cryostats to starting SR0. With
Dr. Chiara Capelli and a few other physicists and technicians, I spend ∼ 3 months during the 2020
COVID outbreak at LNGS to provide people power to the XENON collaboration and proceed with the
experiment timeline (section 5.2). I was responsible for delivering the PMT gains from the weekly
calibration to Alexander Bismark, which developed the gain evolution time model. I monitored the
SPE acceptance over the entire science data taking, providing the inputs to evaluate the XENONnT
detection efficiency (section 5.3). Lastly, I developed the PMT single photoelectron spectra used in
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tector materials (section 7.2.4). A special mention to Valentino Aerne, who helped develop the S1
pattern likelihood cuts during his bachelor thesis. In addition, I provided the optical parameter set-
tings (section 6.5) for the XENONnT simulation framework. The re-weight approach was proposed
by Dr. Andrii Terliuk, and together we developed the analysis framework and derived the optimal
settings that best reproduced the 83mKr calibration data.

• Chapter 7, Search for nucleon disappearance in 129Xe with the first XENONnT science data - the
search for the nucleon and di-nucleon disappearance in 129Xe was initially proposed by Prof. Dr.
Laura Baudis. The analysis described in this manuscript is my own work. Nevertheless, other col-
laboration members’ contributed to it. The SS-MS spatial resolution map, essential for the FastSim-
ulator software, was developed by Jaron Grigat (section 7.1.2). Particular recognition goes to Dr.
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1
The quest for Dark Matter

From the cosmological to sub-galactic scales, a wide range of evidence concur with the existence of a
non-luminous substance. Commonly referred to as Dark Matter (DM), this component dominates the
density of cosmological matter at the expense of regular baryonic matter. The search for this elusive
component, whose nature is yet unknown, is one of themost fascinating quests in contemporary physics.
This chapter introduces the evidence for DM, possible candidates, and the experimental approaches to
reveal its true nature.

1.1 Evidence of Dark Matter
The following sections contain some of the evidence for DM, from the galactic to the cosmological scale.
Not all the evidence in the literature will be presented in this manuscript. To look deeper into these topics,
refer to [1].

1.1.1 Galactic and extragalactic scales

The origin of the name Dark Matter is attributed to the Swiss physicist Fritz Zwicky, who in 1933 showed
that the velocity dispersion of the Coma Cluster was too high for its galaxies to be gravitationally bounded
without the addition of a non-luminous matter component [2]. Only starting from the early 70s, the scien-
tific community became convinced that most of the matter in the Universe is dark. Among all the contri-
butions, the Andromeda galaxy (M31) rotation curve analysis published by Rubin and Ford represents a
milestone [3]. Combining observations of the 21 cm hydrogen line with optical surface photometry, Rubin
and Ford measured the galaxy rotation velocity as a function of the radius, affirming that an additional
mass was needed in the outer part to justify the observed dynamics.
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At very large galaxy radii, where the luminousmatter contribution becomes negligible, Newtonian grav-
ity, as well as General Relativity, predicts that the rotational velocity should fall as v(r) =

√
GM(r)/r ∼ 1/

√
r,

where G is the gravitational constant, r is the distance from the center of the galaxy, andM(r) is the mass
profile. Approaching the optical edge of the galaxy, where stars and interstellar gas begin to be sparser,
the observable mass decreases. Therefore, the velocity should drop as well. On the contrary, the observa-
tions show that it approaches a plateau. The dark matter hypothesis interprets this plateau as evidence
of additional non-luminous matter contributing to the total mass profile such that M(r) ∼ r, and thus
v(r) ∼ constant [4].

A competing hypothesis - Modified Newtonian Dynamics (MOND) – is that Newton’s law, and hence
General Relativity, is incorrect at small accelerations [5, 6]. In the MOND framework, a new constant with
the dimension of acceleration is introduced, which dominates the dynamics for values ≤ O(10−8 cm s−2).
MOND can solve various problems at the galactic scale, e.g., galaxy rotation curve, without introducing
any newmatter component. However, it applies to few observables and has problems dealing with galaxy
clusters and cosmological observations [7].

Fig1.1 shows the M31 rotation velocity data over imposed with the rotation curve model as described
in [8, 9]. Still today, after more than 50 years, the conclusions are the same: the gravitational field of
the galaxy is larger than what one expects if only the observable matter would imply. The galaxy velocity
profile is an excellent example of introducing darkmatter, but not themost appealing. The DM description
is very model dependent, and their accuracy is still unsatisfactory, as shown by the mismatch in Fig1.1 for
small radii.
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Figure 1.1: Rotation velocity profile of M31 (Andromeda
Galaxy). The rotation curve model, with black lines, is
reproduced following [9]. The measurement in blue is
from [8].

Figure 1.2: MACS J0416.1–2403: example of the col-
lision of two galaxies clusters, known as bullet cluster,
from [10, 11].

Evidence of DM on an extra-galactic scale comes from comparing gravitational lensing measure-
ment [12] and X-ray observation [13] in a galaxies cluster merging. Through gravitational lensing, the
gravitation fields of the clusters can be mapped and their mass distribution derived. Similarly, from X-
ray observation, the density profiles of the gas can be inferred. Given the non-luminous features of DM,
the X-ray observation describe the baryonic content of the cluster. Numerous observations show that
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the gravitational potential, derived by the lensing technique, does not coincide with the distribution of
ordinary matter inferred by X-ray telescopes. This can be appreciated on the merging galaxy clusters in
MACS J0416.1–2403 [10, 11] as shown in Fig.1.2. The position of the gas is shown in red, and it is accumu-
lated at the center of the structure where the clusters collide. Whereas the map of the gravitational field,
in blue, suggests that most of the mass is in the outer regions of the structure. Assuming a collisionless
DM, these observations are consistent with the dark matter paradigm.

1.1.2 The cosmological scale

An enormous step forward in DM understating comes from studying the cosmic microwave background
(CMB). Modern cosmology assumes an expanding Universe originating from a hot and dense region with
tiny anisotropies. In the early stage of the Universe, until ∼ 370, 000 years after the Big Bang, the tem-
perature and the density were high enough that any attempt to form neutral atoms, even the lightweight
hydrogen, was impossible because of the presence of photons sufficiently energetic to ionize atoms and
destroy any bonds between electrons and nuclei. During this period, the Compton scattering between
photons and free electrons ensured the kinetic equilibrium between the radiation and ordinary matter.
Hence, almost perfect black-body radiation was filling the entire Universe. As soon as the temperature of
the Universe was lower than ∼ eV, the Compton scattering became ineffective. Then, the recombination
epoch began. The photons decoupled from ordinary matter and started to travel freely through space.
These photons constitute the most powerful probe of the early Universe [1, 14]. The CMB appears today
as a black body spectrumwith a temperature of (2.722±0.027) K, characterized by tiny anisotropies of the
order of O(10−5) K. The latest temperature anisotropies map from Planck collaboration [15, 16] is shown
in Fig.1.3. All the structures in the Universe formed via gravitational clustering, starting from small initial
fluctuations in the matter-photon fluid density. These primordial fluctuations remained imprinted in the
temperature fluctuations of the CMB. From their analysis, the energy and matter budget of the Universe
and its expansion rate is computed with great precision.

The anisotropies in the CMB are described by acoustic oscillations in the photon-baryon plasma orig-
inating from the counteraction of gravitation and pressure forces. Both baryonic and dark matter interact
gravitationally. However, only baryonic matter interacts electromagnetically. Therefore, while collapsing
under the effect of the gravitation field, the baryonic matter can counteract the increase of overdensity re-
gion more effectively due to the radiation pressure from interaction with photons, while dark matter does
not [1, 14]. Hence they affect the CMB differently. Indeed, the energy density (ρ) of baryonic and dark
matter can be derived from the CMB power spectrum peaks, shown in Fig.1.4. Often, the density param-
eter Ω, obtained by dividing ρ by the critical density ρcr1, is reported to compare more easily the different
constituents of the Universe. The current best-fit, from the Planck collaboration [15, 16], suggests a flat
Universe with the following energy budget2:

H0 ∼ 67.32 km s−1Mpc−1 ; Ωb ∼ 0.049 ; Ωc ∼ 0.264 ; ΩΛ ∼ 0.684,
1The critical density ρcr = 3H2/8πG, whereH is the Hubble constant, andG is Newton’s gravitational constant, is the parameter

that defines the geometry of the Universe [1].
2Planck collaboration provides different sets of cosmological parameters, depending on the model and data used. These

values come from table 7 in [15]
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Figure 1.3: CMB temperature anisotropies map in Mollweide projection, Galactic coordinates, and Kelvin tempera-
tures. Plot reproduced using [17]. The data for the map is available in [18].

where H0 is the Hubble constant, Ωb is the baryonic density parameter, Ωc is the DM density parameter
and ΩΛ is dark energy contribution to the total energy budget, by far the most dominant term.

In favor of the Planck results, there is the baryon density estimation derived from Big Bang Nucleosyn-
thesis (BBN). The amount of light elements, like helium and deuterium, are correlated with Ωb. These
elements started to form when the Universe temperature was around 1 MeV. Before that, any atom or nu-
cleus produced would have been immediately destroyed by high-energy photons. Knowing the conditions
of the early Universe and the relevant nuclear cross-sections, the initial abundance of all the elements can
be calculated [1]. In addition, these abundances can be measured, e.g., absorption features in the spec-
trum of distant quasars [19]. Then, the baryon density can be derived by combining these measurements
with BBN calculations. The agreement with the CMB results is remarkable, although tensions with the
measures exist, which have not yet been resolved, such as the abundance of 7Li [20].

1.1.3 Dark Matter in the Milky Way

The evidence of DM in theMilkyWay ismanifested through the inconsistencies in the velocity curve if only
the baryonic contribution is considered. In Fig.1.5, theMilkyWay rotation profile is shown according to [21,
8]. Our position inside the disk of the Milky Way poses additional challenges in measuring its kinematics.
Different experimental approaches need to be used to derive theMilkyWay rotation curve for a wide range
of radii. Combining the outcomes is not straightforward, and this lead to an increase in the uncertainties
of the galaxy description [21, 8, 22, 23].
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Figure 1.4: CMB temperature power spectrum. The effect of adding or removing dark matter from the total energy
budget of the Universe is shown with the dashed and dotted curves, respectively. Plot reproduced using [17]. The
best fit is shown in with the solid line, and it has been taken from [15].

The Milky Way DM density profile and its velocity distribution at the radius of the Earth are key ingredi-
ents for interpreting the results of laboratory experiments. These depend on the model used to describe
the DM halo. In the literature, several descriptions are available. Some of them are collected in Fig.1.6.
Here the different halo profiles, normalized to be equal at 20 kpc, are shown. Two categories can be appre-
ciated: cored halo models, which are a modification of the isothermal model (ρisothermal ∼ r −2 [24]) with a
steeper decrease of density at large radii, and central cusp models, which are based on extensive N-body
numerical simulations which predict an infinitely increasing central peak [21]. Different models lead to a
different description of the Milky Way; consequently, the local density of dark matter can change.

The different models lead to different values for the local DM density, which vary significantly between
0.2 to 0.6 GeV/cm3. The recommended value to interpret laboratory experiments is derived using a sim-
plified smooth, isothermal, and spherical dark matter halo called standard halo model (SHM) [26], where
the local DM density is assumed to be 0.3 GeV/cm3 [27]. In Fig.1.7, the latest local DM density estimations
and, with a dashed horizontal line, the recommended value are shown.

As it will be shown in section 1.3.1, the other fundamental ingredient for laboratory experiments is the
flux of dark matter passing through the Earth. The DM velocity distribution is usually described by an
isotropic truncated Maxwell–Boltzmann distribution. The distribution, in the galactic rest frame, can be
written as:

f(®v) = 1
N(v0)

e

(
−®v2/v20

)
Θ(vesc − |®v|) (1.1)

where the most probable velocity v0 is ∼ 238 km/s. Even if it is not physical, a hard cut-offΘ, which is zero
for velocity greater than the escape velocity vesc and one otherwise, is introduced to account for the limit
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Figure 1.5: Rotational velocity profile of theMilkyWayde-
convolved in the three main components. The Navarro-
Frenk-White (NFW) [25] is adopted for the dark matter
density profile. The curves are reproduced using the data
(blue points) and models (black lines) from [21, 8].
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Figure 1.6: The different theoretical DM density profiles
normalized at R = 20 kpc following [21]. Different mod-
els lead to different values for the local DM density. The
plot is reproduced using the information in [21], where the
models represented here are discussed.
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Figure 1.7: Measured dark matter density evolution in the last years. Reproduced using data from [21]. The dashed
gray line represents the recommended value from [27].

the gravitation bound does not hold anymore. The vesc is estimated to be around 500 to 600 km/s. N(v0)
is a normalization factor such that the integral of f(®v) over all the velocities is 1. Earth-based experiments
prefer to express the velocity distribution in the laboratory frame. This requires a Galilean boost, as shown
in Eq.1.2, considering themotion ®v� of the Sun to the Galaxy, which is characterized by the canonical value
for the disk rotation speed vrot ∼ 220 km/s [28, 29]. The motion ®V(t)⊕ of the Earth around the Sun must
also be considered. This changes throughout the year with an average value of V⊕ ∼ 29.8 km/s, leading
to an annual modulation in the velocity distribution. An exhaustive discussion on the velocity distribution
to the laboratory frame can be found in [30].

f(®v)Lab = f(®v + ®v� + ®V(t)⊕) (1.2)
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Even though the SHM is commonly used, it has some tensions with the prediction from dark matter-
only halo simulation, e.g., Via Lactea II [31]. These frictions arise from different initial assumptions, which
can lead to very different results. In the case of Via Lactea II, the simulation reveals a fractal nature
of dark matter clustering. Therefore, the isotropy hypothesis may not be valid, which may lead to the
presence of substructures in the local distribution of DM. Including baryons in the simulation of disk galaxy
formation, like the MW, significantly change the DM density profile and the expected velocity distribution,
diminishing the difference with SHM [32]. Moreover, a recent measurement of metal-poor stellar halo
velocity distribution tends to agree that a significant DMhalo component is not virilized [33]. In conclusion,
the understanding of our galaxy is still far from being fully grasped.
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Figure 1.8: Dark Matter velocity distribution in the Earth rest frame. SHM computed using [34]. The shaded blue
band represents the effect of yearly Earth rotation. Via Lactea II curve extracted from [35], while SDSS-GAIA curve
is from [33]. The latter counts two components: the dashed line for the halo and the dashed-dot lines for the
substructure. The SDSS-GAIA data were fetched from [36].

1.2 The anthology of dark matter
The following sections outline some dark matter candidates and their features. Astrophysical observa-
tions place boundaries on the properties that a DM candidate needs to satisfy. These properties are dis-
cussed in the following section. Then, an overview of the DM candidates is given. Only a few candidates
are discussed extensively in this thesis.
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1.2.1 Dark matter properties

The modern Universe picture is based on the ΛCDM model [1]. In a nutshell, we live in a zero-curvature
Universe dominated today by non-baryonic darkmatter and dark energy, associatedwith the cosmological
constant Λ, with initial perturbations generated by inflation in the very early Universe. The DM is responsi-
ble for the gravitational collapse of ordinarymatter and eventually for forming the large-scale structures in
the Universe observed today. Instead, dark energy is responsible for the Universe’s accelerated expansion.
TheΛCDMmodel is widely accepted for its ability to make predictions for two important observables: the
power spectrum for the CMB, discussed in section 1.1.2, and thematter power spectrum, namely the spec-
trum of density fluctuations in the matter. The latter one has not been discussed in this manuscript. More
information can be found in [1].

Regardless of the particle nature of a dark matter candidate, ΛCDM and cosmological/astrophysical
observations require certain ingredients for the candidate to be met. Here the main ones are listed.

Dark in the sense that it should not have an electric charge, thus without electromagnetic interaction, or
at least extremely weak.

Cold or more generally non-relativistic at the decoupling epoch, otherwise the large-scale structure of the
Universe would be more difficult to explain3. This is a less strict property since there are relativistic
candidates that can explain DM.

Collisionless or at least much less collisional than baryons. This is motivated, for instance, by the bullet
cluster structure shown in Fig.1.2, which otherwise could not be explainable with the DM paradigm.

Stable or at least with a lifetime longer than the age of the Universe.

1.2.2 Dark matter candidates

There are several potential candidates that make up the DM. The mass range of interest, or equivalently
the energy, is shown in Fig.1.9.

10-22 eV keV10-5 eV GeV 102 TeV Mpl 10 M

Ultralight 
bosonic DM

Light DM WIMP Macroscopic DM

Bosonic

QCD
Axion

Bosonic/Fermionic

Superheavy 
DM

Figure 1.9: Dark Matter candidates. Sketch inspired by [37]

It can be a single fermion or a single boson. In the case of fermion, the Fermi Dirac statistics, plus
the measured DM density, constraints the mass to be larger than O(keV) [38]. Whereas for boson, either

3the C in ΛCDM stands for cold, namely cold dark matter
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scalar or vector, the limit is ∼ 10−22 eV by imposing that the de Broglie wavelength has to be smaller
than O(kpc) to be able to form the dwarf galaxies [39]. The entire span of candidates below keV is usually
called ultralight bosonic darkmatter. In thismass range, there is a rather small but important sliver around
10−5 eV, which correspond to the classic QCD axions [40].

The transition from particle to composite object is around 1019 GeV, namely the Planck scale, at which
an elementary particle with mass greater than this bound would be smaller than Schwarzschild radius
2M/M2

Pl. In this region, the most appealing candidates are massive astrophysical compact halo objects
(MACHOs), which are large and non-luminous objects made from baryonic matter [41], and Primordial
Black Holes which might have been formed in the first stages of the Universe from the collapse of density
perturbations during the radiation domination epoch [42].

The region more explored is from keV up to ∼ 100 TeV, populated by thermal DM candidates. These
candidates are postulated to be in equilibrium with the SM bath at the decoupling epoch. Here is possi-
ble to distinguish two ranges. The first one is for sub-GeV mass candidates, called light DM, which are
generally connected to dark or hidden extension of the SM [43, 44]. Whereas, the GeV-TeV mass range
corresponds toweakly interactingmassive particles (WIMPs), motivated, for instance, by supersymmetric
extension of SM [45, 46] andUniversal Extra Dimensions extension [47]. The equilibrium feature is not nec-
essary for this mass range. Indeed, there are interesting candidates, such as sterile neutrino models [48]
or Freeze-in DM models [49], that do not rely on this bound.

It is possible to show that DM candidates, once in thermal equilibrium with the SM bath, cannot have
a mass greater than ∼ 100 TeV. This is known as unitary bound [50]. In between the O(10 TeV) scale and
MPl, a particle explanation for the dark matter conundrum is still conceivable, such as WIMPzillas [51].

For an in-depth discussion of each possible DM candidate, refer to [46, 52, 45]. Only neutrinos, WIMPs,
and axions will be further discussed.

Neutrinos

Neutrinos have been for long considered a valid candidate for DM. However, to account for all the DM
they need to have a mass of the order of O(10 keV). This does not agree with the current laboratory
constraint on the neutrino mass, which is < 0.8 eV at 90% CL [53]. The upper bound on the total neutrino
density is then Ωνh2 ≤ 0.0084. This bound is even tighter when it is derived from the analysis of CMB
anisotropies combined with large-scale structure (Ωνh2 ≤ 0.00067 at 95% CL)5 [15]. Therefore, neutrinos
do not contribute sufficiently to the total energy budget to be the dominant dark matter component. To
bypass the mass problem, in 1993, Dodelson and Widrow proposed an additional more massive right-
handed, or sterile, neutrino without Standard Model weak interactions, apart from mixing with the left-
handed, or active, SM neutrinos. With the right production mechanism, a sterile neutrino with a mass of
92 eV could solve the DM problem [54]. A minimal SM extension with three sterile neutrinos has been
proposed. One is at the keV scale to account for DM, and two heavier sterile neutrinos, in the range of
150 MeV to 100 GeV, to explain the neutrino oscillation and the baryon asymmetry in the Universe [55].

4Following [15], Ωνh2 ' ∑
mν/93.04eV ∼ 0.8eV/93.04eV ∼ 0.008

5this implies mν < 0.23 eV
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Axions and axion-like particles

The strong interaction in the SM allows for the violation of the combination of charge conjugation sym-
metry (C) and parity symmetry (P). However, no violation of the CP-symmetry has ever been observed in
experiments testing the strong interaction. This problem is known as strong CP problem. In the context
of, Peccei and Quinn [56], Weinberg and Wilczek [57] identified a new pseudo Nambu-Goldeston boson
connected to global chiral U(1) spontaneously broken symmetry as a possible solution. This new particle,
known as QCD axions (A), would solve the strong CP problem as long as the following relation is valid:

mA = 5.70(7)μeV
(1012 GeV

fA

)
, (1.3)

where mA is the mass of the QCD axion and fA is the scale at which the new symmetry breaks. As de-
scribed by Peccei and Quinn, the phenomenology of the axions foresees themixing with SM particles, e.g.,
photons, nucleons, and electrons, such that the couplings are proportional to the axion mass mA. Even
though QCD axions are supposed to be light, they are excellent DM candidates. Vacuum realignment and
topological defects are two well-justified mechanisms within the Peccei-Quinn framework that provides
a non-thermal mechanism of a large non-relativistic (cold) population [58]. Considering the current as-
trophysical and cosmological mass constraints, traditional particle physics experiments cannot observe
axions produced in the early Universe. Their search requires different techniques, based on high-precision
sensors of continuous wave signals [44]. However, thanks to the mixing with SM particles, they might be
produced abundantly in other dense regions, like the Sun, and they can be detected by particle physics
experiments that look for energy depositions in a ground base detector.

Other extensions of SM predict the existence of a more general light boson also linked to a spon-
taneously broken symmetry at a high energy scale, fa, which shares with QCD axions the phenomenol-
ogy [58]. The axion-like particles, or in short ALPs (a), are not connected to the Peccei-Quinn mechanism,
and, therefore, the relation between ma and the interaction couplings is not guaranteed. These more
general axion particles can also be produced not-thermally through a vacuum realignment mechanism
and contribute to the dark matter. The ma mass and coupling with photons are independent, making the
parameter space available for ALPs significantly broad and, therefore, their search attractive.

Weakly interacting massive particles

Aclass of DMcandidates that satisfy all the properties discussed in section 1.2.1 are theweakly interacting
massive particles, or WIMPs [59].

The thermally produced WIMPs have received great attention from the scientific community since the
thermal decoupling framework provides a successful production mechanism known as freeze-out. This
mechanism is based on the competition between the rate Γ of a certain number density-changing interac-
tion process and the expansion of the Universe, governed by the Hubble factor H, both time-dependent.

Considering Γ as the annihilation and pair productions rate, when Γ � H, the interactions are very
efficient, and the number density is in equilibrium, more precisely, chemical equilibrium. However, due to
the expansion of the Universe, there is a temperature/energy epoch at which the Γ becomes smaller than
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H. At this point, any number density changing interaction, besides the dilution due to the expansion, will
become inefficient. Decouplingwill then take place, and no interactionwill occur. The freeze-out condition
will be satisfied, and the number density will no longer change, besides gettingmore andmore diluted due
to the Universe’s expansion.

An exhaustive description of the freeze-out mechanism can be found in [60]. It is assumed that in
the very early and hot Universe, SM species and DM were in thermal equilibrium thanks to the following
process:

χ + χ↔ SM + SM (1.4)

χ + SM ↔ χ + SM (1.5)

where with the letter χ is represented a generic WIMP. The annihilation and production processes in Eq.1.4
guarantee the chemical equilibrium for temperatures above the WIMP particle mass. The elastic scatter-
ing process with SM particles in Eq.1.5 guarantees the kinematic equilibrium. The kinematic decoupling
will not be discussed here, but the epoch at which this happens is important for the formation of structures
in the Universe [61, 62]. For TUniverse ∼ Mχ, the balance between annihilation and production is destroyed:
There is not enough energy for the lighter species to produce WIMP. As a consequence, the total number
of WIMP particles decreases. The number density decreasing is determined by the Boltzmann equation
for the non-relativistic case. The Eq.1.6 shows the relation between number density n and temperature T
in the relativistic case and not.

nrel ∝ T 3 for m � T

nnon-rel ∝ (mT)3/2e−m/T for m � T
(1.6)

The exponential suppression keeps going until the expansion of the Universe overcomes the annihilation
rate: Γannihaltion ≲ H. When the density becomes too low, the annihilation reaction becomes inefficient,
and the number density starts to depart from equilibrium. The epoch at which this happens is called
freeze-out.

Introducing the comoving number density as Y ∼ n/s3, where n is a number density and s ∼ T3 is the
entropy density, it is possible to show that if no entropy is produced Ytoday = Yfreeze−out. This means that
for epochs in which the Universe temperature is smaller than the freeze-out temperature, the WIMPs are
a sort of isolate system, and its comoving number density is a constant. In Fig.1.10 is sketched the time
evolution of Y [63].

Given this result, it is possible to write today’s WIMP relic abundanceΩχ(T0) as a function of thermally
averaged annihilation cross-section σann times velocity v [60]:

Ωχ(T0)h2 '
mχnχ(T0)

ρcr
h2 =

T0
3

ρcr

xfreeze-out
MPl

1
〈σannv〉

h2 (1.7)

where T0 ≈ 2.35 × 10−13 GeV [63] is the today temperature of the Universe, ρcr ≈ 8 × 10−47 h2 GeV4 is the
critical energy density, MPl ≈ 2.4 × 1018 GeV [63] is the reduced Planck mass and x is equal to mχ/T. For
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Figure 1.10: Comoving density evolution. The gray dashed line shows the number density if the annihilation reac-
tions are in equilibrium with the cosmic plasma. The x-axis mχ/T can be interpreted as a time variable. Hence, at
early times (T > mχ), the reaction rate is much greater than the Universe’s expansion rate. However, as soon as the
temperature of the Universe falls to mχ, the chemical equilibrium breaks and dark matter number density n starts
to decrease. When the Universe expands far enough, annihilation becomes ineffective, and the n deviates from the
equilibrium curve. From here on, no density-changing processes are acting anymore besides the dilution due to the
Universe’s expansion. Hence, the comoving density freezes out and approaches a constant value. The higher the
annihilation cross-section, the smaller the constant comoving density.

convenience, all quantities are expressed in natural units6. The value of xfreeze-out can be estimated by the
Boltzmann equation, assuming that around freeze-out, the number density of WIMP DM is equal to nnor-rel
in Eq.1.6. The full derivation of the Boltzmann equation can be found in [64, 65]. The rigorous calculation
shows that x = 25 is an appropriate value for masses from 100 GeV to 10 TeV [66]. Finally, considering
〈σannv〉 ≈ 3 × 10−26 cm3/s, the right DM relic density Ωχ ≈ 0.3 is obtained. For typical velocities, v ≈ 0.1 c
one obtains a cross-section of weak strength for WIMP with a mass around the electroweak scale [67].
This coincidence is so remarkable to the point that it is known as the WIMP miracle.

Many beyond SM models contain well-motivated WIMP candidates. Among these, there is the su-
persymmetry (SUSY) model, which was initially proposed as a solution to the hierarchy problem in the
SM [45]. SUSY postulates the existence of superpartners counterpart of SM particles with spin different
by one half. Another essential ingredient in SUSY extension is the conservation of R-parity: a multiplica-
tive quantum number defined by the combination of baryon number, lepton number, and spin. Standard

6From the PDG[63]: ρcr ∼ 1.053 × 105 h2 GeV cm−3 and 1 cm−1 ∼ 1.98 × 10−14 GeV. In addition, 1 GeV = 1.16 × 1013 K.
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Model particles have R-parity R = 1, and the superpartners have R = −1. Thus, R-parity conservation im-
plies that SUSY particles are only produced or destroyed in pairs. Therefore, the lightest SUSY particle
(LSP) is stable and can only be destroyed via pair annihilation. The LSP is an electrically neutral particle,
for example, the lightest neutralino χ̃01 , constituting a very well-motivated WIMP candidate [45].

1.3 Dark Matter detection experiments
Astrophysical and cosmological observation provides an indirect way to observe dark matter. However, a
more direct approach is needed tomeasure its physics properties, such asmass, coupling, and interaction
cross-section with ordinary matter. In the experimental physics landscape, three different techniques
are pursued: the production of dark matter candidates at particles accelerators such as the LHC, the
detection of the dark matter annihilation products in high-density regions (indirect searches), and the
direct detection of the scattering process of darkmatter particles and ordinarymatter in ultrasensitive low
background experiments. A quick summary of thesemethods follows. A dedicated section is reserved for
the direct detection method applied to WIMP searches, in which the expected signal for WIMP candidates
in a terrestrial detector will be derived. The section concludes with a state-of-the-art summary of direct
detection.

Collider experiments

Dark matter particles could be produced directly in high-energy proton-proton collisions through the re-
verse process of DM annihilation. As described in section 1.2.2, the thermalWIMP solution would suggest
new physics around the electroweak scale, which can already be probed by current colliders as LHC. Al-
though complementary, this makes colliders a precious tool for probing WIMP dark matter physics. Dark
matter produced at colliders would pass undisturbed through the detector, given the tiny coupling ex-
pected with the SM sector. This would lead to an apparent violation of energy-momentum conservation.
Two analysis techniques are exploited to detect the presence of DM: search for events containing one SM
particle with an imbalance in the transverse momentum due to the presence of DM particles, or search
for an excess of events in the invariant mass spectrum or in a specifically chosen angular distributions
due to the decay of DM particles [68]. Observing a new particle species would not automatically solve
the dark matter problem. It could be unstable on cosmological time scales, or its production in the early
Universe could be suppressed. For a review of the field, refer to [69].

Indirect searches

The particle solution of dark matter can be indirectly probed by looking for an anomalous flux of standard
model particles, such as photons, neutrinos, or cosmic rays, produced by the annihilation or decays of
dark matter candidates in dense cosmological/astrophysical objects, such as galaxies, the Sun or even
the Earth. Among all the regions in the Universe, dwarf spheroid galaxies are good candidates because
they are expected to be dark-matter dominated [70]. Given the several types of messenger, the detection
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method relies on gamma-ray telescopes, X-ray telescopes, cosmic-ray detectors, and neutrino telescopes.
However, any excess measured above the background requires a good understanding of the background,
which is extremely model-dependent, e.g., the dark matter halo described in section 1.1.2. A comprehen-
sive review of the field can be found in [71].

Direct searches

This methodology consists of searching for signals induced in terrestrial detectors due to the passage of
darkmatter particles, called direct detection. An ultra-lowbackground level ismandatory for this rare event
search. Indeed, these experiments are carried out in deep underground laboratories to shield against cos-
mic rays. They also require careful selection of each detector component to minimize radioactive resid-
ual in the detector materials. The detection principle is based on reconstructing the energy deposited by
elastic, or even inelastic, scattering of dark matter particles with the atomic nuclei and electrons in the
detecting material. The deposited energy can be transformed into heat, light, or charge, and the detec-
tors are designed to be sensitive to one or two of these signals. Several experimental approaches exist,
summarized by [72] and in the following section.

1.3.1 Direct detection of WIMP-nucleus scattering

The expected WIMP signal is usually derived in the SHM context, as described in section 1.1.3. The lo-
cal dark matter density ρχ is assumed to be 0.3 GeV/cm3, with the velocity distribution described by a
Maxwellian distribution with the most probable velocity v0 equal to 238 km/s and truncated at the escape
velocity vesc ∼ 544 km/s. Given the chargeless nature of WIMPs, they are expected to scatter mainly with
the atomic nucleus, originating a nuclear recoil (NR) that might be detectable. Being far from relativistic
velocity, the WIMP-nucleus scattering can be described through classical mechanics. The momentum
transferred involved is such that the scattering is coherent; namely, the WIMP sees the nucleons as a
unicum, and the scattering can be treated from the nucleus point of view.

The recoil energy Enr of a nucleus of mass mN after elastic collision of a WIMP χ of mass mχ and
velocity vχ, with respect to the nucleus, is equal to:

Enr =
μ2v2χ
mN

(1 − cosθ) = q2

2mN
, (1.8)

where μ ≡ mχmN/(mχ + mN) is the reduced mass of the WIMP-nucleus system, θ is the scattering angle
in the center of mass frame, and q is the momentum transferred in the scatter. Combining Enr with the
interaction rate, defined as R = ϕ σ N, where ϕ is the flux of incident particles (that is the number density
nχ multiply by WIMP velocity v), σ is the interaction cross-section, and N is the number of targets in the
detector, the differential rate as a function of energy recoil can be written as [30]:

dR
dEnr

=
ρχ
mχ

1
mN

〈
v

dσ
dEnr

〉
=
ρχ
mχ

1
mN

∫ ∞

vmin

®vf(®v) dσ
dEnr

d®v (1.9)
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Where vmin =
√
mnEnr/2μ2 is the minimum WIMP velocity that can result in a recoil energy Enr. The dif-

ferential rate is a featureless falling exponential: exp(−Enr/(E0r)), where E0 is the most probable kinetic
energy of the incident WIMP (1/2 mχv20) and r is the kinetic factor defined as 4mχmN/(mχ +mN)2 (see for
instance Fig.1.12).

The velocity distribution for SHM has already been discussed in section 1.1.3, the effect of Galilean
boost from the galactic frame to the detector frame, and Earth’s motion around the Sun are discussed in
depth in [30]. The motion of the Earth produces an annual variation on the event rate of O(5%) from June
to December. Hence, the expected number of dark matter events will modulate over the year.

As was anticipated before, in the limit of low momentum transfer ®q, the nucleus can be treated as a
point-like object where the WIMP scatters coherently with all the nucleons. However, this is lost when
the de Broglie wavelength associated with ®q is comparable, or smaller, to the size of the nucleus, which
is described by the empirical relation between the radius and the number of nucleons (r ∼ 1.2 A1/3). The
nuclear form factor F, which is the Fourier transform of the spatial charge distribution, takes into account
the finite size of the nucleus and corrects for coherence loss such that the cross-section can be expressed
as σ(Enr) ∝ σ0×F 2(Enr), where σ0 is the cross-section at zeromomentum transfer. The nuclear form factor
depends on the nature of the interaction, e.g., spin-dependent [73, 74] or spin-independent [75]. Fig.1.11
shows the spin-independent form factors for 4 different detector materials. The effect is significant for
target media with large atomic mass, as shown for the xenon line in Fig.1.11.
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Figure 1.11: Spin independent form factors for 4 different detector materials. Plot reproduced using [34] and refer-
ences within.

The interaction of WIMPs with ordinary matter is a priori unknown; it depends on the nature of WIMP
couplings to quarks which are calculated through an effective Lagrangian describing the interaction of the
particular WIMP candidate with quarks and gluons. Given the coherence of the interaction, the resulting
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cross-section is promoted to a WIMP-nucleon cross-section. It can be assumed to be the sum of spin-
independent (SI) and spin-dependent (SD) contributions originating froma scalar and/or vector interaction
and a spin-spin interaction, respectively [76, 77]. Other effective lagrangians, in addition to the standard SI
and SDmodels (which are described by effective lagrangians as well), have been proposed in the literature
to explore alternative nuclear coupling and responses [78].

In general, the WIMP-nucleon cross section can be written as:

dσ
dEnr

=
mN

2μ2v2
(
σSI0 F 2

SI (Enr) + σ
SD
0 F 2

SD(Enr

)
(1.10)

where each cross-section at zero momentum transfer is multiplied by the relative form factor. The SI
cross-section can be expressed as:

σSI0 = σN
μ2

μ2N

[
Zfp + (A − Z)fn

] 2
(1.11)

where fp,n are the contributions of protons and neutrons to the total coupling strength, respectively, and μN
is the WIMP-nucleon reduced mass. With the assumption of equal coupling strength, the SI cross-section
grows quadratically with the number of nucleons A. In addition, if mχ � mN would imply μ2/μ2N ≈ A2, so
the cross-section scales as σSI0 ∝ μ2 × A2 ≈ A4. However, the form-factor suppression becomes more
significant as the size of the nucleus increases, although it still rises rapidly with A. As a result, heavy
nuclei are preferable for direct detection, such as to increase the sensitivity to WIMP scattering.

The SD cross-section is more informative if the interaction with protons and with neutrons is disen-
tangled:

σSD0 =
32
π
μ2NG

2
F

[
ap〈Sp〉 + an〈Sn〉

]2 J + 1
J

(1.12)

In Eq.1.12, G2
F is the Fermi coupling constant, J the total nuclear spin, and ap,n are the proton and neutron

couplings. The average spin contributions from proton and neutron are denoted with 〈Sp,n〉. SD scattering
is often subdominant compared to SI scattering in direct detection experiments for two main reasons:
absence of A2 enhancement and suppression from spin-zero isotopes. Indeed, only nuclei with non-zero
J can contribute.

Finally, the expected number of events in a detector is derived by integrating Eq.1.9, as shown in
Eq.1.13.

Nevents = T
∫ Ehigh

Elow
dEnr ϵ(Enr)

dσ
dEnr

(1.13)

T is the data taking time of the experiment, Elow and Ehigh are the detector energy threshold and the upper
boundary, respectively, and ϵ contains the detector response effects and analysis efficiency. The differen-
tial rate as a function of recoil energy for four different detector materials is shown in Fig.1.12. The solid
line is for mχ ∼ 1 TeV/c2, while the dashed line is for mχ ∼ 100 GeV/c2. Going to high ER, the form factor
effect in the xenon curves is evident. However, in the low recoil energy range, it is the material with the
highest events yield. Assuming the SHM, a σn ∼ 10−47 cm2, and mχ ∼ 100 GeV/c2, the spin independent
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rate is ∼ O(1) events/(t × yr) for recoil energies below ∼ 10 keV. High exposure, low energy threshold, and
ultra-low backgrounds are required to be sensitive to such a small signal. At last, these searches also rely
on distinguishing between (nuclear recoil) signal and (electronic recoil) background events. This will be
further discussed in section 3.1.
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Figure 1.12: Spin-independent differential rate in the terrestrial detector for four different detector materials. Two
WIMPmasses are shown: 1 TeV/c2 with solid lines and 100 GeV/c2 with dashed lines. The spin-independent cross-
section assumed is 10−47 cm2. Plot reproduced using [34].

1.3.2 State of the art in direct detection

The direct detection landscape is wide and embraces several different types of experiments. A detailed
review of their current status and future plans can be found in [79]. Here, the leading technologies are
briefly summarized, and the current status of the spin-independent searches is presented.

The first technology presented here goes under the category of bolometers, also called cryogenic de-
tectors, given their working temperature of around 10÷20mK. They are based on collecting the deposited
energy following a particle interaction as heat signals in the form of phonons by measuring the temper-
ature increase. Adding the scintillation readout, scintillation bolometers like CRESST [80], or the charge
readout, semiconductor bolometers like SuperCDMS [81] or CDMSLite [82], it is possible to perform parti-
cle discrimination. Due to the low energy, O(10 meV), needed to produce elementary excitations, namely
the phonon, this technology can achieve eV-scale energy resolution and energy thresholds. Thus, bolome-
ters are indispensable for probing the GeV and sub-GeV WIMP mass range where the recoil energy is
≤ O(keV). The main limitation is the exposure of the order of kg × day, which is not comparable with the
ton × yr scale of the others technologies, such as noble liquid based detectors.

Detector technologies based on noble liquid or gas offer several advantages. Themost used are xenon
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and argon. They are excellent scintillators, and they require O(eV) for electron-ion pair production. This
allows to use them in scintillation mode, such as DEAP-3600 [83], or combining light and charge readout,
such as Dark-Side [84, 85, 86], LUX [87, 88], LZ [89, 90], PandaX-II[91], PandaX-4T [92], and the XENON
experiments [93, 94, 95, 96]. The target purity is, in general, worse compared to bolometer detectors.
However, distillation and purification techniques reduce the impact of radioactive contaminants and elec-
tronegative impurities. The background from the surrounding is efficiently suppressed thanks to the high
density (ρXe ∼ 2.94 g/cm3, ρAr ∼ 1.40 g/cm3 at their boiling points temperature [72]) and, hence, thanks to
the self-shielding feature. Charge-to-light ratio provides an effective tool for particle identification, further
enhanced in the argon-based detectors by the pulse shape analysis of the scintillation signals. In addition,
the O(keV) energy threshold and resolution and the ton-scale size make this technology on of the best
methods to look at WIMP scattering. An in-depth discussion of the xenon-based detector is presented in
chapter 3.

Together with experiments described previously, other technologies help to explore the dark matter
parameter space. These include scintillating crystals, ionization detectors, and bubble chambers [79].
The last experiment which will be discussed is DAMA/LIBRA experiment. The detector is based on 25
ultra-pure scintillator crystals of thallium-doped sodium iodide (NaI(Tl)), each with a 9.70 kg mass. Pho-
tomultipliers, coupled to crystals, record the scintillation light originating after the interaction of a particle
in the crystal [97]. DAMA/LIBRA collaboration claims 12.9σ evidence of a modulating dark matter signal
over 20 independent annual cycles and in various experimental configurations [98, 99], which is in ten-
sion with the other results. The suggested mass and cross-section have been widely probed by several
experiments without finding any evidence. These results are still debated in the community.

Besides DAMA/LIBRA, no experiment observed any signal which can be interpreted as due to dark
matter particle interaction. Fig.1.13 shows the spin-independent parameter space currently excluded. It
can be seen that the current detector generation is approaching the so-called neutrino fog [100], while the
following experiments DARWIN [101] and ARGO [102] are expected to probe it. This region will limit the
WIMP sensitivity due to neutrino-induced background events via coherent scattering of neutrinos with the
nucleus, called CEνNS. This ν +AZ

N → ν +A′Z
N processes due to astrophysical neutrinos, e.g., from the Sun,

will resemble the WIMP signature posing additional challenges on WIMP searches [103, 104].
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Figure 1.13: Up-to-date upper limits on the spin-independent DM-nucleon cross-section as a function of DM mass.
Dashed lines represent the limits from bolometers detectors, while solid lines show the noble gas-based detec-
tors. The red contour regions are from the DAMA/LIBRA experiment. The grey region represents the neutrino fog,
considering xenon as the detector medium. The references are in the text.
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2
Invisible nucleon decay

Within the StandardModel of particle physics, the baryon number (B) is a conserved quantity. This implies
that the proton, which is the lightest baryon, must be stable. However, there are several reasons to expect
that B is not a true symmetry of nature. One is the asymmetry between matter and antimatter observed in
the Universe. This imbalance could be explained if there were a mechanism of baryon number violation,
which would eventually lead to the decay of the proton.

This chapter introduces the matter-antimatter asymmetry problem and discusses the proton, or more
generally, the nucleon decay search programs, focusing on the invisible decay searches carried out with
xenon-based detectors.

2.1 The baryon asymmetry of the Universe
Antimatter was first postulated by Paul Dirac while trying to combine the theory of special relativity with
the concept of quantummechanics [105]. Dirac’s theory foresees that fermions can manifest themselves
in two forms with identical mass but opposite quantum numbers, e.g., electric charge. With the discovery
of the positron by Carl Anderson [106, 107], Dirac’s hypothesis was accepted by the scientific community
and laid the foundation for quantum field theory, which forms the foundation of the Standard Model (SM)
of particle physics.

Everyday experience indicates that antimatter is not present in large quantities in the nearby vicinity.
At the time of Dirac, the concept of the Big Bang was not yet formulated; hence, the matter-antimatter
asymmetry was explained by assuming that the Universe was set up like this [108]. As discussed in sec-
tion 1.1.2, the Universe was hot at the early stages, and the antimatter should have been present when
pair-creation and annihilation reactions were in thermal equilibrium. With the Universe expansion and the
consequent cooling, the pair-creation stopped, and almost all particles and antiparticles annihilated with
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each other, with a small amount of matter surviving. The difference between the number of baryons NB

and anti-baryons NB̄ divided by their sum just before antiprotons disappeared from the primordial plasma
is used to quantify the baryon asymmetry of the Universe, or in short, BAU (η)1. The parameter η is related
to the remnant density of baryons ρB, which can be determined independently by the Big Bang Nucleosyn-
thesis argument and CMB power spectrum [109]. Both consistently give values of η ∼ 10−10 at the time of
the disappearance of antiprotons from the primordial plasma. Then, for 1010 quarks, there were (1010 − 1)
antiquarks. The symmetric part annihilated into photons and neutrinos, while the asymmetric part sur-
vived and gave rise to galaxies, stars, and planets. Therefore, the BAU (η ' 1) that is observed today was
generated from a tiny initial asymmetry.

Most of the theoretical efforts are directed towards developing dynamic asymmetry from a matter-
antimatter symmetric initial state, either directly in the baryon sector, called baryogenesis, or in the lepton
sector, called leptogenesis, which is then transferred to the baryon sector. To have successful dynamic
asymmetry, three ingredients need to be satisfied. These ingredients, called Sakharov conditions [110,
111], are violations of baryon number conservation, violation of charge conjugation (C) symmetry and
charge conjugation parity (CP) symmetry, and departure from thermal equilibrium. The first one ensures
that there are processes that produce more baryons than anti-baryons. The second one predicts that pro-
cesses producing baryons and anti-baryons are unbalanced towards the first species. Last, the departure
from thermal equilibrium avoids washing out the generated baryon asymmetry. The Standard Model of
particle physics and the modern cosmology model (ΛCDM) fulfill all three Sakharov conditions. Baryon
number is violated by sphaleron processes [112, 113, 114], a non-perturbative weak process that violates
baryon and lepton number conservation while preserving their difference. Moreover, C and CP are vio-
lated by the weak interaction [115], and the departure from thermal equilibrium is fulfilled thanks to the
expansion of the Universe. However, these processes are insufficient to explain the η ∼ 10−10. Therefore,
to explain the BAU, additional sources of violation of baryon number conservation and violation of C and
CP symmetries are needed.

BAU is not the only reason that the exact conservation of baryon number B is in question. The B con-
servation in the Lagrangian of the Standard Model arises accidentally. Namely, all the terms that could
violate B have dimensions larger than 4, and they do not enter in the description. In quantum field the-
ory, the action describes the evolution of a state, namely, the integral over spacetime of the Lagrangian.
Among other requirements, the Lagrangian must be renormalizable, which implies that it must contain
only terms of dimension less than or equal to four in the fields and their derivatives [116]. However, ex-
plicit B-violation is a prediction of Grand Unified Theories (GUTs) [63] where the proton is allowed to decay.
The idea of GUT is that the symmetry groups in the Standard Model, namely U(1) for the electromagnetic
force, SU(2) for the weak interaction, and SU(3) for the strong interaction, are a subgroup of a larger
symmetry which manifests itself at energies above Λ ∼ 1014÷16 GeV. Below this energy, the symmetry is
spontaneously broken and the SM interactions require individual descriptions. Above that, the coupling
constants converge to a single value. In the GUT frameworks, quarks and leptons belong to one family,
and B and L violation processes are allowed. In this extension of the SM, the proton can decay with a
lifetime proportional to the GUT energy scale with τ ∼ O(Λ4/m5

p), where mp = 0.938 GeV is the proton

1Baryons and anti-baryons production and annihilation were in thermal equilibrium until the Universe temperature dropped
below 1 GeV, namely the mass of the proton. This happened ∼ 10−6 seconds after the Big Bang.
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mass [117]. The GUTs which predict unification scales near the lower limit of Λ, such as the SU(5) pro-
posed by Georgi and Glashow [118], have already been ruled out by the experiments. Higher dimension
groups as SO(10) [119] or GUT models based on supersymmetry (SUSY) have not yet been disproven.
Moreover, several mechanisms within GUT have been proposed in recent years that can violate B and L,
or even a combination of these, by one unit or more [120, 121, 122]. Therefore, these frameworks remain
viable as BAU solutions.

Theories based on extra dimensions, such as brane worlds, also predict the decay or disappearance of
massive fermions through the passage into dimensions not directly accessible to experiment [123, 124].
In these models, the electric charge is also violated. These types of decays, in which the products of
the process cannot be observed, are called invisible decays. Although different in nature compared to the
extra-dimension decays, invisible decays also collect those channels with neutrinos in the final state, such
as n → 3ν or n → 5ν [125, 126] or into more exotic particles like majorons [127, 128]. In invisible decays,
the decay products leave no traces in a detector. The search for these channels differs from the classical
analyses that look for traces of the final states of nucleon decay.

2.2 State of the art of baryon number violation process
An extensive baryon number violation search program has been carried out since the mid-1970s when
the first GUT was formulated. None of the experimental efforts found a significant signal. This section
briefly summarizes the state-of-the-art nucleon decay research focused on invisible channels similar to
that pursued in this thesis.

2.2.1 Exclusive and inclusive searches

Nucleon decay searches can be separated into two families: exclusive and inclusive [120]. Exclusive
searches focus on some specific and dynamically allowed nucleon decay channels, assuming that the
final state of the decay contains electromagnetically and strongly interacting particles. Experiments that
look for exclusive nucleon decays require a high mass of detector material (O(103) kton) and a sub-MeV
energy threshold. The most sensitive searches come from Super-Kamiokande [129]. With ∼ 50 kton of
water, the Super-Kamiokande experiment has been operating for over 25 years since 1996. The analysis
technique relies on Cherenkov radiation from a particle passing through the detector. Hence, it is sensitive
to decay modes with electromagnetically interacting particles in the final state. The Super-Kamiokande
experiment holds the best limits on most of the two-body and three-body exclusive nucleon decay search,
exceeding a lifetime of 1034 yr (at 90% confidence level) for p → e+π0 [130]. This experimental limit
ruled out the minimal SU(5) GUT. In any case, other GUTs expect the proton lifetime to be higher. Hence,
this channel is still the main channel for GUTs testing. Models like SUSY SU(5) GUT, important for Dark
Matter aswell, predict the decay of protons into ν̄K+ or μ+K0. The Super-Kamiokande collaboration recently
published the result for the later decay mode: No evidence was observed, and a lower limit of τ > 3.6 ×
1033 yr at 90% confidence level has been placed for p → μ+K0 [131].

Even if exclusive searches constitute the strongest probes, searching for all the kinematically allowed
channels is getting increasingly complicated due to the growing complexity of the final states. In this re-
gard, inclusive nucleon decay searches are essential: Amodel-independent approach focusing less on the
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number and nature of final state particles, allowing to probe several decay channels simultaneously. In-
visible nucleon decay searches belong to this category. Generally, inclusive searches have less sensitivity
than exclusive ones, with nucleon(s) lifetime lower limits that span from 1024 yr to 1030 yr. Nevertheless,
these searches are fundamental to cover otherwise not considered signals, such as those with neutrinos
in the final states or extra-dimension decays.

Nuclear de-excitation searches are the primary technique for invisible searches. The residual nucleus
and its excited energy states are known if one or more nucleons disappear in an inner shell with energy
below the nucleon-emission threshold. Therefore, one can look for the subsequent γ-rays from the nuclear
de-excitation to infer the nucleon decay [132, 133]. Up to date, the most stringent decay limits come from
nuclear de-excitation studies of the 16O and 12C nuclei from the SNO+ [134] and KamLAND [135, 136]
experiments, respectively. The lower lifetime limits at 90% CL for the nucleon (n and p) and di-nucleon
(nn, np, and pp) invisible decays from SNO+ [137] and KamLAND [138] are collected in Tab.2.1.

Decay mode lower lifetime limit Reference

n → inv > 9.0 × 1029 yr [137]

p → inv > 9.6 × 1029 yr [137]

nn → inv > 1.4 × 1030 yr [138]

np → inv > 6.0 × 1028 yr [137]

pp → inv > 1.1 × 1029 yr [137]

Table 2.1: Lower lifetime limits at 90% C.L. for the nucleon and di-nucleon invisible decay modes.

Like the de-excitation searches, the radiogenic approach allows for an additional method for looking
at invisible nucleon decay. Instead of looking for the γ-ray from the nuclear de-excitation, this method fo-
cuses on the radioactive decay of the daughter nuclei created by the decay of nucleons in the parent nuclei
within the detector, ignoring any potential signature from the initial disappearance of the nucleons. This
analysis technique is common in ultra-low-background experiments, such as the Majorana Demonstra-
tor [139]. The disappearance of one or more nucleons in the atomic shell will create a daughter nucleus
in an excited state – unless the disappeared nucleons were in the outermost shell. If the subsequent nu-
clear de-excitation proceeds through a γ-emission, the nature of the daughter nucleus will be defined by
the number of decayed nucleons. As opposed to that, nothing can be said about the resulting nucleus if
the de-excitation happens with some heavier particles (p, n, or α-particle). Given a de-excitation through
a γ-ray, it is possible to look for the radioactive decay of the daughter nucleus and use it as evidence for
the nucleon disappearance process [140].The application of this technique in xenon-based detectors will
be discussed in the following section.

2.2.2 Xenon-based nucleon disappearance searches

Xenon-based detectors for rare events, such as DAMA/LXe [141] or EXO-200 [142], are efficient detectors
for nucleon disappearance analysis thanks to their low background level, good energy resolution, and
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often keV energy threshold2. The radiogenic analysis strategy used for nucleon disappearance searches
was first used by DAMA/LXe to look for baryon violation processes in 129Xe [143] and subsequently in
136Xe [144]. The EXO collaboration recently used this strategy to investigate tri-nucleon disappearance in
136Xe [145]. The work in this thesis consists of the search for the nucleon and di-nucleon disappearance
in 129Xe, one of the most abundant isotopes (26.4%) in the XENONnT xenon inventory.

DAMA/LXe search for the nucleons decay into invisible channels using 129Xe

The DAMA collaboration investigated the nucleon and di-nucleon disappearance in 129Xe, using a xenon-
based single phase TPC with a mass of ∼ 9.5 kg, 99.5% enriched in 129Xe [143]. With a Poisson counting
approach, utilizing an exposure of 2257.7 kg×day, they looked for a trace of p, pp, and nn disappearance.
No evidence for these decays was found, and 90% C.L. lower lifetime limits were placed.

The resulting daughter nuclei assuming nucleon and di-nucleon disappearance in 129Xe are collected
in Tab.2.2. The radioactive decay features of the daughter nuclei are also reported. Looking at the half-
lives of the daughter nuclei, only p, pp, and nn decay can be searched for with this method and this xenon
isotope since the disappearance of n and np leads to stable nuclei.

Decay Daughter
nucleus

Half-life Decay mode

n 128
54 Xe stable

p 128
53 I 24.99 min β− 94% (Q = 2.127 MeV);

β+, EC 6% (Q = 1.258 MeV)

nn 127
54 Xe 36.41 days EC (Q = 0.664 MeV)

np 127
53 I stable

pp 127
52 Te 9.4 hours β− (Q = 0.694 MeV)

Table 2.2: The daughter nuclei originating from nucleon and di-nucleon disappearances in 129Xe. The radioactive
decay modes and T1/2 of the daughter nuclei are taken from [146].

The following equation was used in the DAMA/LXe search to estimate the lifetime limits reported in
Tab.2.3 [143]:

τlim = ϵdet × ϵΔE × Nnucl × Nobj × λobj ×
t

SΔE
(2.1)

where ϵdet is the detection efficiency, ϵΔE is the amount of signal that falls in the energy range of interest,
Nnucl is the number of parent nuclei, Nobj is the number of nucleons or nucleon pairs (n, pp or nn pairs)
inside the parent nucleus, whose decay could produce the specific daughter nucleus, λobj is the average
decay probability of Nobj, t is the lifetime of the data acquisition, and SΔE is the number of events due to
the effect, which can be excluded at a given confidence level based on the experimental data.

The parameters Nobj and λobj are the only ones not straightforward to obtain. Nobj is computed as
in [147], and it is based on the following argument: Given the disappearance of one nucleon or more, it

2This is not the case for EXO-200 which had an energy threshold of ∼ 500 keV
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will be more energetically convenient for the excited daughter nucleus to emit a γ-ray if its excited en-
ergy is lower than the binding energy of the least bound nucleon. Through this argument, one can write
a series of inequalities that return which nucleons would produce the desired daughter nucleon if they
decayed. These inequalities require calculating the binding energy of nucleons before and after decay.
More information can be found in [143, 140].

Traditionally λobj is taken equal to 1 for protons and neutrons, whereas, for di-nucleons, two methods
are used in the literature. The more conservative one assumes λobj equal to 1, while the other approach,
like DAMA/LXe [143], takes into account the pairing effect3: The decay of a pair of nucleons with zero
total spin is more likely [143, 140]. The ingredients for Eq.2.1 for the three decay channels investigated,
as well as the lower lifetime limits obtained by DAMA/LXe, are reported in Tab.2.3.

Decay Nobj × λobj ΔE [keV] ϵdet ϵΔE SΔE τlim [yr]

p 24 (350, 500) 98.6 % 10.2 % 35.9 > 1.9 × 1024

nn 9 (150, 315) 94.4 % 51.6 % 11.5 > 1.2 × 1025

pp 4 (350, 500) 99.2 % 17.6 % 35.9 > 5.5 × 1023

Table 2.3: DAMA/LXe results of 129Xe nucleon and di-nucleon disappearance analysis. To retrieve the limit using
the values listed here and Eq.2.1, the total number of 129Xe nuclei is needed. In DAMA/LXe, this is equal to 3×1025.

Despite the low exposure, DAMA/LXe experiment demonstrated that DM experiments are efficient
detectors for radiogenic nucleon decay searches. Therefore, invisible decay searches remain appealing
new physics channels for large-scale xenon experiments, such as XENONnT. Thanks to its low energy
threshold, the well-understood background, and the high xenon active mass4 the XENONnT experiment is
expected to improve sensitivity by several orders of magnitude with respect to DAMA/LXe experiment.

3Under the influence of the short-range nucleon–nucleon force nucleons preferentially form neutron and proton pairs whose
total angular momentum is zero.

4Considering the 26.4 % 129Xe concentration in the XENONnT xenon inventory, in every tonne of xenon there is 264 kg of
129Xe.
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3
The XENON project

Dual-phase liquid and gas Xe time projection chambers (TPCs) are the world-leading technology for the
direct detection of WIMPs in the GeV-TeV mass range [63]. The XENON project is one among several
scientific programs based on this technology. The experiment, which involves about 200 scientists from
over 25 institutions across the world, aims to detect DM particles with an ultra-sensitive and low back-
ground detector based on xenon. It is a phased program that aims to gradually improve the sensitivity
by increasing the mass of the active xenon target and reducing the background index. Located at Labo-
ratori Nazionali del Gran Sasso National (LNGS) at a depth of 3600-meter water equivalent, it started in
2006 with the prototype XENON10 [148] (instrumented mass ∼ 14 kg), followed by XENON100 [149] (in-
strumented mass ∼ 62 kg). Between 2013 and 2016, the first ton-scale detector was built: XENON1T [150]
(instrumented mass ∼ 2 tons). XENON1T reached an upper limit, at 90% confidence level, on the cross-
section of SI elasticWIMP scattering off nucleons equal to 4.1×10−47 cm2 for 30 GeV/c2 WIMPs [93]. With
the new experiment XENONnT [151] (instrumented mass ∼ 5.9 tons), the collaboration aims to improve
the sensitivity to WIMP-nucleon scattering by a factor ∼ 10 compared to its predecessor.

In this chapter, the xenon properties as detectormaterial are discussed, and the dual-phase xenon TPC
detection principle is presented in the context of XENONnT. Then, the design and the operation principle of
the XENONnT experiment are introduced. The XENONnT dual-phase TPC is detailed, as well as the other
infrastructures required for the operation of the experiment. The chapter concludes with an overview of
the XENONnT physics goals relevant to this manuscript.

3.1 Xenon as a detector medium
Liquid xenon proves to be an excellent particle detector medium. Among the noble liquids, it is the most
efficient at stopping penetrating radiation, thanks to its high atomic number (Z=54) and density (2.86 g/cm−3
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at 177 K). In Fig.3.1, themean free path for different incident particles is shown as a function of the energy.
Xenon has the property of self-shielding from external radiation, as shown by its small penetration length
for different particles. Like other noble liquids, it responds to energy depositions with ionization electrons
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Figure 3.1: Mean free path, as a function of the energy, for different incident particles in liquid xenon. Curves valid
for liquid xenon density equal to 2.86 g/cm−3. Electron is shown in blue, γ radiation in orange, and α particle in yellow.
The data are taken from [152].

and scintillation photons while having the highest charge and light yields with a fast time response. Its
relatively high condensation temperature (∼ 163 K at 1 atm) requires a modest cryogenic system for gas
liquefaction and thermodynamic stability. Thanks to its high atomicmass (A = 131), the SI cross-section is
more enhanced than for the other noble liquids used for DMsearches, as seen in Eq.1.11. Moreover, DMSD
searches are possible thanks to the presence of isotopes in natural Xe with non-zero nuclear spin: 129Xe
with a nuclear spin which equals to 1/2 and 131Xe equals to 3/2. Additionally, the large energy difference
between the valence and the conduction bands (9.28 eV at 135 K [153]) makes xenon an efficient insulator.
A summary of the physical properties of xenon can be found in Tab.3.1.

Charged particles in liquid Xe continuously interact via the Coulomb force with the atomic electrons
present in the medium they pass through, depositing some energy at every interaction. Additionally, the
interactions with the nuclei might occur, drastically changing the incoming particle’s trajectory. The en-
ergy deposited may be sufficient to excite the atom or remove an electron, producing an electron-ion pair.
X-rays and γ-rays will partially, or even fully, transfer their energy to the electrons of the medium via photo-
electric absorption, Compton scattering, or pair production. The energetic electrons, and positrons in the
case of pair production, produced will then undergo Coulomb interaction with electrons and nuclei in the
medium [157]. If the carriers of the deposited energy are the electrons, the scattering process is called
electronic recoil (ER). Unlike photons, the other chargeless particles, like neutrons or WIMPs, prefer to
interact with the constituents of the nucleus or with the nucleus itself. The result of the elastic scattering
is the recoiling nuclei of xenon. The recoiling nuclei lose their energy by colliding with electrons and other
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Atomic number 54

Atomic mass 131.293 g mol−1 [154]

Boiling point 165.11 K at 1 atm

Pressure 1.92 bar at 177 K [155]

Density 2.86 g cm−3 at 177 K

Natural composition

124Xe(0.095%), 126Xe(0.089%),
128Xe(1.910%), 129Xe(26.4%),
130Xe(4.071%), 131Xe(21.23%),
132Xe(26.91%), 134Xe(10.44%),
136Xe(8.86%)

[156]

Table 3.1: Physical properties of xenon. The Atomic mass is valid for the natural composition of xenon.

nuclei within the detector [158], exciting or even ionizing them. These processes are called nuclear recoil
(NR). WIMPs also interact with the atomic electrons, but for typical masses above 10 GeV/c2, the energy
deposited is below the usual detector energy threshold. While elastic scattering is the dominant process
for low-energy for these particles, approaching O(MeV), they can also scatter inelastically with the nuclei,
leaving the initial Xe in an exited nuclear state [159, 160]. A nucleus can absorb neutrons, leading the for-
mer to a different isotope [161]. In ER and NR processes, some energy deposited by the incoming particle
is undetected. Energy depositions that do not produce excitation or ionization are commonly referred to
as heat [162].

The process of partitioning the deposited energy into the ionization and the scintillation channels is
sketched in Fig.3.2. The excited xenon atoms (Xe∗) quickly interactwith neighboring atoms to formexcited
dimers (Xe∗2). From the decay of the latter, vacuum ultraviolet scintillation light (λ = 174.8 ± 0.1stat ±
0.1syst nm [163]) is produced. The xenon scintillation light is characterized by two components resulting
from the de-excitation of the singlet and the triplet states of the excited dimer. The decay constants,
(4.3 ± 0.6) ns for the singlet state and (22.0 ± 2.0) ns for the triplet state, make liquid Xe a very fast
scintillator [164]. However, the O(ns) time difference makes it difficult to discriminate NR from ER based
on the pulse shape [165]. As a direct consequence of scintillation light from dimers de-excitation, the
xenon atoms are transparent to their scintillation light. This ensures low light attenuation [162].

The amount of photons emitted depends on the nature of the interacting particle. For instance, a
quenching for high ionizing particles has been observed, such as α particles and recoiling nuclei, which
both have high stopping power, leading to denser tracks when passing through the interacting medium
[166]. As a result of the quenching, smaller signals will be generated. A possible explanation of this
quenching comes from biexcitonic collision, also known as Penning ionization, proposed in [167]. In
this process, two Xe∗ atoms combine, leading to an electron-ion pair that can recombine and get un-

28



detected. Therefore, up to two scintillation photons can be lost1. Finally, the heat produced by ER is
negligible, whereas the recoiling nuclei, produced after NR events, likely undergo sub-threshold scatter-
ing, e.g., atomic motion, and therefore heat dissipation is the dominant factor. The fraction of energy lost
in heat is energy dependent. It increases with recoil energy, and it is modeled using the descriptions given
by Lindhard et al. [168, 169].

The electron-ion recombination leads to the formation of excited dimers as well. Only partial recom-
bination would occur since some thermalized electrons, too far from their parent ion, would escape [170].
The recombination contribution can be further reduced with an external electric field that removes free
electrons from the interaction point.

Xe excitation + ionization
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Figure 3.2: Schematic of the xenon energy partitioning after a particle interaction. The main steps involved in the
conversion from deposited energy into detectable signals for a TPC are shown. Schematic inspired by [160].

The free electrons produced in the ionization channel can be measured separately if an electric field
is applied to the detector medium. In this way, electrons that do not recombine can be extracted from
the interaction vertex. During the ionization, Xe+ ions are also produced, but they move several orders of
magnitude slower under the effect of the same electric field [171]. The recombination probability is a key
point for understanding excitation and ionization partitioning. It depends on the intensity of the electric
field and the structure of the ionization track [172]. Recombination is inversely proportional to electric

1Even though similar quenchings are present for α particles and recoiling nuclei, the mechanism is different. They both
generate dense tracks but with different shapes. The former leads to long tracks, while the recoiling nucleus produces smaller
ones. The electron-ion recombination is then different [166].
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field strength and increases with denser tracks. Particles with high energy loss per unit distance dE/dx
have higher recombination rates, e.g., α particles or, more importantly, neutrons [166], producing smaller
charge signals. On the contrary, particle interactions leading to ER events create sparse ionization tracks.
Therefore, extracting the free electrons from the interaction point is less difficult.

The different recombination probabilities and the heat losses result in a different light and charge
yields for nuclear and electron recoils. The light and the charge yields are quantified by the number of
fundamental quanta, which are the scintillation photons nγ and the ionized electrons ne− , respectively,
produced from a particle interaction in xenon. The different yields allow for particle discrimination in
a detector with separate charge and light signal readouts. Electronic recoil events lose almost all their
energy through electronic excitation, whereas NR events also lose energy through elastic collisions with
other atoms. While some of these interactions create further electron-ion pairs, most have energies below
the ionization threshold. A full review of xenon micro-physics can be found in Refs. [167, 172, 173]. The
variations in yield can be understood in terms of recoil energy, as shown in Fig.3.3. The light and the charge
yields are represented in blue and red, respectively. The ER yields are shown in light colors, whereas the
NR ones are represented in dark colors. The electric field intensity spans from 20 V/cm, represented
by the dashed lines, to 200 V/cm, represented by the solid lines. The region contained by the two lines
is meant to show how the light and charge yields change as a function of the applied electric field. ER
events are greatly affected by the electric field, while NRs are not. This is due to the track structure,
where the recombination in the dense NR track is almost inevitable. The curves have been computed
using NEST (Noble Element Simulation Technique) [174]. Given the distinct signatures in the light and the
charge yields, the event discrimination is performed in the charge-to-light ratio parameter space, where
ER events lead to a higher ratio than NR events (see section 3.2 for more details).

Other advantages exist using the scintillation and the ionization signals simultaneously. Asmentioned
earlier, a portion of ionization electron contributes to the scintillation light through recombination, but
since those electrons lost in the recombination cannot contribute to the ionization signal, and the ones
which are extracted from the interaction cannot contribute to the scintillation signal, the light and charge
yields are complementary and anti-correlated. Hence, the deposited energy Edep can be reconstructed as:
Edep = W×(nγ+ne−), whereW is the averaged energy needed to produce a quantum. W is different for scin-
tillation photons (Wγ) and ionized electrons (We−). They are (13.8± 0.9) eV [175] and (15.6± 0.3) eV [176],
respectively. The difference from using a common value is incorporated into the fluctuations of nγ and
ne− [172]. The effective W-value for photon/electron generation, adopted by the scientific community, is
(13.7 ± 0.4) eV [172]. However, more recent studies place W around ∼ 11 eV [177, 178], generating some
tensions with the commonly adopted value. It has been shown that reconstructing Edep with both signals
enhances the energy resolution because the light and the charge fluctuations are anti-correlated, whose
summed uncertainty is smaller than individual ones [179].

Given the difference in yields, comparing the reconstructed energy from NR and ER is not straightfor-
ward. Two scales of energy are often used: keVer and keVnr for ER and NR, respectively. The two scales
are related by the energy-dependent Lindhard factor L [180, 169] such as Edep, nr = Edep, er/L. L accounts
for the signal quenching resulting from heat loss, and it can be described as:

L =
k g(ϵ)

1 + k g(ϵ) , (3.1)
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Figure 3.3: Scintillation (red) and ionization (blue) yields for ER (light colors) and NR (dark colors). The edges of
the bands represent the yields for two electric fields: 20 V/cm (dashed lines) and 200 V/cm (solid lines). The plot
has been made using the NEST software [174].

where k = 0.133Z2/3A−1/2 is a proportionality constant between the electronic stopping power and the
velocity of the recoiling nucleus [168] and g(ϵ) = 3ϵ0.15 + 0.7ϵ0.6 + ϵ is an energy-dependent quantity,
proportional to the ratio of electronic stopping power to nuclear stopping power. The energy dependence
is hidden in the dimensionless quantity ϵ = 11.5 (Edep/keV) Z−7/3 [180]. In the previous expression, A and
Z are the nucleon and nuclear charge numbers.

3.2 Dual-phase time projection chamber

Timeprojection chamber (TPC), invented byDavid R.Nygren at LawrenceBerkeleyNational Laboratory [181],
is a common type of detector used in particle physics. This type of detector utilizes electric fields, often
combined with magnetic fields and a sensitive volume of gas or liquid, to reconstruct the interaction fea-
tures. The XENON experiment uses liquid and gas xenon dual-phase TPC to perform a 3D event imaging,
energy reconstruction, and particle identification through simultaneous measurement of the scintillation
and the ionization signals.

The dual-phase TPC operation principle is sketched in Fig.3.4. Typically of cylindrical shape, it records
the scintillation signal (S1) with two arrays of VUV-sensitive photosensors, e.g., photomultiplier tubes,
placed at the extremities of the detector. An electric field perpendicular to the two photosensor arrays
causes the ionization electrons, which survive the recombination from the interaction site, to drift toward
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the liquid-gas interface. Here, a second intense electric field across the two phases extracts the electrons
into a thin gas layer. Under the effect of the intense electric field, the electrons are accelerated, and they
gain sufficient energy to produce a second light signal (S2), proportional to the number of electrons, during
the inevitable collisions with xenon atoms along their path [182].
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Figure 3.4: Detection principle of a dual-phase time projection chamber. The particle interaction in the liquid volume
leaves behind ionization and excitation tracks. The de-excitation and part of the free electrons produced contribute
to the prompt scintillation signal S1. An external electric field drifts part of the electrons toward the liquid-gas
interface. Here, an intense electric field across the interface extracts the electrons. The electrons gain enough
energy to excite the surrounding atoms while drifting toward the anode. As a consequence, a second scintillation
signal, S2, is produced. The intensity is proportional to the number of extracted electrons. The signals S1 and S2
are collected by photosensors placed at the detector ends. The combination of S1 and S2 can infer the incoming
particles’ interaction position, energy, and nature.

The (x,y) position of the interaction is extracted from the light pattern of the S2 signal on the top
photosensor array. The drift time, namely the time difference from the instantaneous S1 and the delayed
S2, is used to reconstruct the interaction depth (z position). One needs to account for detector efficiency
to reconstruct the energy using (S1, S2). Defining g1 (g2) as the ratio between the number of photons
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(electrons) produced and detected, the Edep can be reconstructed as:

Edep = W ×
(
S1
g1

+ S2
g2

)
, (3.2)

where W, the averaged energy to produce either a scintillation photon or an ionized electron, has already
been discussed in section 3.1. Eq.3.2 is valid for ER events, whereas the Lindhard factor in Eq.3.1 needs
to be considered to reconstruct the energy from NR events.

The g1 and g2 are detector parameters obtained by studying the anti-correlation between S1 and S2
using different mono-energetic calibration sources, as shown in Fig.3.5. The yields can be obtained for
each calibration source by taking the average S1 and S2 responses divided by the true energy. By inverting
Eq.3.2, it can be shown that the light yield (LY=S1/E) and the charge yield (QY=S2/E) follow a straight line,
of which the axis intercepts are g1/W and g2/W (see the right panel in Fig.3.5):

QY = −g2
g1

LY + g2
W

(3.3)

Before calculating the detector parameters, the S1 and S2 signals must be corrected for detector effects,
which distort the original signal. These corrections will be discussed in section 5.3.
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Figure 3.5: Sketch of anti correlation of S1 and S2 for mono-energetic lines (left). The mean light and charge
responses are used to extract the detector parameters g1 and g2 (right).

The particle discrimination is performed in the (S1, S2) parameter space, as shown in Fig.3.6. The
figure shows that ER and NR events lie in two bands, one on top of the other. Due to the different yields,
the light-to-charge ratio for NR is different from that for ER. For a given energy deposition in keVer one has
(S2/S1)NR < (S2/S1)ER. The ability to discriminate between ER and NR is quantified as the portion of the ER
band which falls below the median of NR band. This parameter, called ER-leakage, is energy dependent,
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and is influenced by the condition of the detector. It has been shown that high g1 values lead to better
ER-NR discrimination, while the dependence on the electric field is more muted. Typically, ER-leakage
values are O(104÷5) for electric fields of O(100 V/cm). This translates to ∼ 99.9% ER rejection with 50%
NR acceptance [183].
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Figure 3.6: Discrimination of nuclear recoil (red) and electron recoil (blue) based on the charge-to-light ratio. Data
from XENON1T. The NR data points are from a 241AmBe calibration, while the ER data points are from a 220Rn
calibration. The letter c on the y label stands for corrected; namely, the signals have been corrected for the detector
response. The letter b in the subscript of S2 means that only the bottom PMT array was considered. XENON1T,
given g1 = (0.142 ± 0.005) PE/γ, g2 = (11.4 ± 0.02) PE/e−, and drift field O(100 V/cm), measured (0.3 ± 0.1)% ER-
leakage between 3 and 70 PE in cS1. This translates to for every 1000 NRs, there are 3 ERs, below the median of NR
band [184, 185].

3.3 The XENONnT experiment

The XENONnT experiment is the 4th phase of the XENON project. Most of the service systems and infras-
tructure have been inherited from the XENON1T experiment. The increased target mass required a new
design of the TPC with a new inner cryostat vessel. The detector was designed such that the XENON1T
outer cryostat could host it. The total xenon inventory in XENONnT weighs 8.6 tons. This required new
systems to handle and purify the larger xenon volume. To achieve the sensitivity goal of O(10−48 cm2)
SI WIMP-nucleon cross-section, the veto system was upgraded by adding a neutron veto system to the
existing muon veto. A schematic view of the experiment is shown in Fig.3.72. The inherited gas purifica-
tion system and the krypton distillation column were insufficient to achieve the required xenon purity and
background level. A new liquid xenon purification system and an online radon distillation column were

2Here there is the link for a remote tour of the underground laboratories.
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installed. Additionally, a new storage system (ReStoX II), with further backup-up bottles, was added to
the present system (ReStoX I) to cope with the enlarged xenon inventory. The data acquisition (DAQ) and
slow control (SC) systemswere scaled up to account for the extra photosensor readout channels and new
components [186, 187].
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Figure 3.7: Schematic view of the XENONnT experiment. The TPC is at the center of the water tank, which works
as a support structure for the muon veto. The neutron veto is mounted around the outer cryostat. Next to the water
tank, a 3-floor service building hosts the experiment’s infrastructure. The experiment is carried out in Hall B at LNGS
(Italy).

The XENONnT dual-phase time projection chamber and the various systems that enable its operation
are described in the next section. Following, the main challenges that the XENONnT experiment experi-
enced and still has to face are summarized together with the adopted solutions. A brief discussion on the
primary physics goal of the XENONnT experiment is presented at the end of this section.

3.3.1 The XENONnT TPC

The XENONnT TPC consists of a hollow cylinder with a diameter of ∼ 1.34 m filled with 5.9 tons, out of
8.6 tons, of liquid xenon, hosted in a double-walled vacuum-isolated cryostat. The TPC volume is sur-
rounded by 24 polytetrafluoroethylenes (PTFE) reflector panels, whereas two arrays of photomultiplier
tubes (PMTs) placed at the top and the bottom of the cylinder define the vertical dimension. The support
structure for the PMT arrays consists of a perforated oxygen-free copper plate with a 21 mm thickness
secured to the TPC structure. A total of 494 3” Hamamatsu R11410-21 PMTs, divided into the two arrays,
is placed in copper plate holes with their windows looking inside the TPC cylinder. The PMTs are fixed to
the copper by specific clamps from the back and the front by a 10 mm thick PTFE reflector that holds the
PMT from their windows. The top PMT array is inserted into a stainless steel diving bell and immersed
in gaseous xenon. The diving bell is used to keep the position of the liquid-gas interface constant. The
drift field is generated by means of a cathode placed at 60 mm above the bottom PMT array and a gate
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electrode located slightly below the liquid-gas interface. The distance between the gate electrode and
the liquid-gas interface can be adjusted depending on the TPC operation. Currently, the distance is equal
to 5.1 mm. These two electrodes, separated by ∼ 1.486 m at liquid xenon temperature, demarcate the
active region. An anode electrode is placed 8 mm above the gate to establish the extraction field within
the liquid-gas interface. Two screening electrodes placed at 5.3 mm and 40.7 mm above and below the
bottom and top PMTs protect the photosensors from the electric fields. All the electrodes consist of
custom-made parallel stainless steel wires with a O(100 μm) thickness and a pitch of O(5 mm)3. Two
and four additional wires, for the gate and the anode, respectively, are installed perpendicular to the other
wires to minimize the effect of gravitational and electrostatic sagging. Two concentric sets of oxygen-
free copper field shaping rings permit the uniformity of the drift field. Both inner and outer cryostats have
domed upper sections with several access ports connecting the TPC to the rest of the infrastructure. Two
double-walled vacuum-insulated pipes host the cabling for the PMTs and the cryogenic and the gas pu-
rification lines. The liquid purification line is located at the bottom of the cryostats through a single port.
A rendering of the XENONnT TPC is shown in Fig.3.8 [151]. Additional technical information can be found
in [186, 187].

3.3.2 The vetos and auxiliary systems of XENONnT

Like a matriòska, the XENONnT experiment consists of 3 detectors, one inside another. Everything is
enclosed by a massive stainless steel tank filled with ∼ 700 tons of pure water. By design, the water
should be doped with gadolinium salt to enhance tagging efficiency for the veto systems; however, while
this thesis was written, the experiment operated only with pure water. The dual-phase TPC sits at the
center of the tank, and it is surrounded by a cage made of PTFE reflective panels equipped with a total
of 120 Hamamatsu R5912-100-10 8” PMTs, facing the cryostat. Optically separated from the outside, this
cage acts as a neutron veto (nVeto) by tagging events in coincidence with the TPC [188]. This veto system
ismeantmainly to reduce the radiogenic neutron background, produced through spontaneous fission (SF)
or (α, n) reactions in the detector materials, which scatter at least once in the TPC and then are detected in
the nVeto. In the nVeto region, the neutron will be moderated and eventually captured by the hydrogen - or
gadolinium by design. The capture leaves behind a deuterium atom 2H, whose decay produce a 2.2 MeV
γ-ray, which undergoes Compton scattering, leaving electrons to produce Cherenkov light. The detection
with gadolinium is similar, for more details refer to [189]. The water tank provides effective shielding
from the environmental background and supports the Cherenkov muon veto (mVeto) system, which uses
84 Hamamatsu R5912ASSY 8” PMTs to register Cherenkov light produced from cosmic muons passing
through the water tank [190]. The three detectors are rendered in Fig.3.9. The figure also shows the
calibration tubes for deploying sources close to the TPC.

The other auxiliary systems needed for the experiment are hosted in a three-floor building next to the
water tank, as shown in Fig.3.7. Starting from the top of the building, one can find the cryogenic system, the
gas purification system, and the radon distillation column. In addition, PMT cables, sensors, and electrode
cables are extracted from the xenon region into the air by a special breakdown chamber equipped with

3The pitch is the center-to-center distance between two adjacent cables.
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Figure 3.8: A rendering of the XENONnT TPC with the main components labeled. Illustration from [151].

potted feedthroughs located in the cryogenic tubes. These cables are routed into the second floor, where
the DAQ and the SC are housed. The liquid purification line and the krypton distillation column are placed
on the first floor. The xenon storage systems are located on the first floor (Restox I) and outside the
building (Restox II).

3.3.3 XENONnT challenges

Over the last 20 years, the XENON project moved from a few kilogram detectors to ton-scale mass, drasti-
cally lowering the background, with the result of improving the sensitivity on the spin-independent WIMP-
nucleon cross-section by three orders of magnitude, from ∼ 10−44 cm2 [191] to ∼ 10−47 cm2 [192]. This
has been possible thanks to the many developments and breakthroughs in the xenon community. Ref-
erence [79] contains a more detailed discussion of the new technology used in the current experiments
and the R&D program towards an ultimate liquid xenon-based detector. The following sections collect
some of the challenges, particularly relevant to this thesis, that the XENON collaboration faced in the
design/operation of the experiment.
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Figure 3.9: A rendering of three detectors that make the XENONnT experiment. The neutron veto at the center of the
water tank surrounds the TPC. Optically separated from the neutron veto, there is the muon veto, supported by the
water tank structure. The red and green tubes, called U-tubes, deploy external radioactive sources near the TPC for
calibration. By design, a neutron generator (in purple), consisting of the source box and the collimator, is present. At
the time of this thesis, it was not installed yet. In blue is the so-called I-belt, which can also host external calibration
sources. Figure by J. Piennar.

Material selection

For any rare-event search, selecting low-radioactivity construction materials is fundamental. The leading
radioactive isotope are 232Th, 238U, 235U, 40K and their progenities, as well as 60Co and 137Cs. Another
important isotope is 222Rn, a noble element produced in the decay of 226Ra, continuously released into the
xenon target by every surface in contact with it. All the XENONnT components have been selected after
an extensive radioassay program that included gamma-ray spectroscopy, mass spectrometry, and 222Rn
emanation measurements. Several high-purity germanium detectors operating in underground locations
(LNGS at 3800 m.w.e. [193, 194, 195], Vue-des-Alpes at 620 m.w.e. [196, 197], and MPIK Heidelberg at 15

38



m.w.e. [198])4 were used to estimate the activity of radionuclides in detector materials. In addition, mass
spectrometry techniques [199] were used to estimate the number of primordial nuclides (238U and 232Th),
particularly dangerous being radiogenic neutron sources. The activities of the selected materials were
then propagated to XENONnT WIMP sensitivity projection via Monte-Carlo simulations that informed the
collaboration about their impact and, thus, the high quality of the screening campaign [151]. Similarly,
the radon emanation measurements [200] were fundamental to achieve the XENONnT goal of O(μBq/kg)
222Rn activity.

Compared to XENON1T screening results, roughly 17% reduction for material backgrounds and a fac-
tor three reduction of the 222Rn level in the liquid Xe has been achieved. In addition, a meticulous clean-
ing procedure, optimized for each of the different materials, was performed before detector assembly
to mitigate every contamination, e.g., dust or residual greases, accumulated on material surfaces during
production, storage, and handling [201].

Xenon purification

Impurities can dramatically reduce the intensity of light and charge signals in the xenon target. Even
though liquid xenon is transparent to its scintillation light, VUV-absorbing impurities, such as water vapor
and oxygen, can attenuate the light signal. The light intensity I decreases as I(x) = I(0) e−x/λatt where I(0)
is the original scintillation signal and x is the path length covered by the light. The intensity decrease is
governed by the attenuation length λatt, defined as the sum of the reciprocals of absorption length λabs
that describes real absorption and loss of photons, and the scattering length λscat that represents elastic
scattering of photons without any energy loss [202].

Similarly, the number of electrons available for the charge signal might be reduced during the drift by
impurities with a high electron-attachment probability, such as 02 or N20. The exponential attenuation
of electron concentration can be expressed as a function of the so-called electron drift lifetime τe that
describes the average time before an impurity captures electrons. The observed ionization signal Ne(t),
for a given drift time t is given by the following relation: Ne(t) = Ne(0) e−t/τe , where Ne(0) is the initial
ionization signal. Hence, τe is the time that the ionization signal is reduced by a factor e [162].

Hence, the higher the impurities’ concentration, the higher the light and charger attenuation. The
XENONnT purification system aims to remove impurities to concentrations below 10−9 (mol/mol). The re-
moval of electronegative impurities from the gas is done by two hot-getters (SAESMonoTorr), where high-
speed circulation (∼ 52 slpmduring the science data taking) is achieved by the new custom-built magnetic
piston pumps [203]. The gas purification is not sufficient to purify 8.6 tons of xenon. The XENONnT purifi-
cation requirements are achieved further by to a novel liquid purification system with a flow a volumetric
flow of 1 − 4 LPM, equivalent to 4 − 16 t/d [204, 187]. This new technology requires the development and
selection for several cryogenic components, e.g., cryogenic liquid pump or cryogenic filtering technology.
Two cryogenic filters are used in the XENON experiment, one extremely efficient but with high 222Rn em-

4m.w.e. stands for meter water equivalent and it is a standard measure for showing cosmic ray attenuation in underground
laboratories. It is related to the laboratory depth and the overburden material density.
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anation for intense purification (copper-impregnated spheres, Q5) and one for the science data-taking
period (ST707 pills filter). The electron lifetime achieved has exceeded all expectations, reaching up to
20 ms (far above the maximal electron drift time equal to ∼ 2.2 ms in the first science data-taking period,
see chapter 6), whereas XENON1T achieved only 650 μs [205].

Xenon distillation

Without deploying the Kr and Rn distillation columns, the background level reduction would not be suf-
ficient, even considering the careful material screening selections. The 85Kr distillation was already de-
signed and constructed for XENON1T, and ∼ 10−15 natKr/Xe concentration was demonstrated [206]. The
distillation technique in XENONnT is based on the difference in vapor pressures between Kr and Xe. Since
Kr is lighter than Xe, it is more volatile. Hence, in a static liquid xenon reservoir in equilibrium with a
gaseous phase above, the more volatile krypton is likely to migrate into the gaseous phase and be ex-
tracted accordingly. In XENONnT, liquid xenon samples are constantly extracted, and the krypton concen-
tration is measured through highly sensitive rare gas mass spectrometry (RGMS) technique [207]. During
the first science data taking, themeasured natKr level was ∼ 56 ppq [208]. The 85Kr needs particular atten-
tion since its low energy deposition can negatively affect the detector sensitivity: it is a β-emitter with a
half-life of 10.76 yr. For 99.56% of the time, it decays to the ground state of 85Rb with an energy endpoint
of 687 keV. It can also decay to a 173.1 KeV excited state of rubidium, but it is less likely to happen (0.44%

branching ratio) [209].
With the reduction of the krypton level, the 222Rn became the most dangerous background. Radon is

continuously emanated from any detector surface into the target material. Its half-life of 3.8 days [210]
is long enough for a homogeneous mixing within the active detection volume. However, the radon decay
is not the problem for the dark matter search but rather its β-emitting daughter 214Pb. With a half-life of
26.8 minutes, the 214Pb undergoes a pure β decay to 214Po. The polonium can be generated in several
excited states, but for the dark matter search, the ground state β decays (∼ 13% branching ratio) is the
most concerning [211]. The pure β decays induces ER events in low energies of the region of interest of
the dark matter searches, contributing significantly to the leakage discussed in section 3.2. XENONnT
demonstrated that an online radon removal system, based on cryogenic distillation, can be used to re-
duce the 222Rn activity concentration to < 1 μBq/kg, with a circulation flow of ∼ 90 kg/h. The distillation
technique is again based on the different vapor pressures, but in this case, xenon is more volatile than
radon [212].

Photosensors

Dual-phase xenon TPCs rely on the detection of ∼ 175 nm VUV-scintillation light. So far, photomultiplier
tubes (PMTs) are still the most reliable photosensors available in the field. Thanks to their high signal am-
plification, low noise, and good VUV-light detection efficiency, they are perfect for xenon-based dark mat-
ter experiments, which rely on single photon detection. The PMT type used by the XENON collaboration
(Hamamatsu R11410-21) has been developed together with the Hamamatsu to improve the performances
at liquid xenon temperature and minimize the radioactive content [213]. XENONnT has 494 PMTs in total,
178 of which were inherited by XENON1T. The remaining PMTs have been newly produced by Hamamatsu.
Despite being reliable photosensors, PMTs suffer from specific problems, e.g., random light emission or
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vacuum degradation. Hence, the 368 new PMTs were tested in liquid and gaseous xenon to verify their
long-term operational stability. The test campaign was performed by Stockholm University, Max-Planck-
Institute für Kernphysik (MPIK) in Heidelberg, and at the University of Zurich [213]. The outcomes of the
testing campaign, combined with radioactivity screening measurement, have been used to select PMTs
and arrange them in XENONnT TPC.

Once the PMTs were installed and the TPC started to operate, their performances had to be optimized
for the detector condition to maximize the single photon detection efficiency. Meticulous commissioning
was done in the early stage of the XENONnT experiment, where the PMT performances were optimized in
view of the science data-taking. Later, the main PMT performances, e.g., signal amplification and single
photon detection efficiency, have been monitored throughout the whole period of science data-taking.
This is necessary to ensure the delivery of high-quality data.

The Ph.D. work summarized in this manuscript focuses partially on PMTs. Chapter 4 will discuss the
testing campaign and the PMTs assembly in the XENONnT TPC. Chapter 5 will show the PMT perfor-
mances during the first science data-taking period.

3.3.4 Main physics goals of the XENONnT experiment

The XENONnT experiment has been designed primarily for WIMP searches. The main physics channel
is the WIMP-nucleon elastic scattering. Considering the designed operating conditions and background
expectations, XENONnT can probe O(10−48 cm2) SI cross-sections assuming a 4 t fiducial volume and 5
years of livetime [151], more than an order of magnitude better than its predecessor XENON1T [192].

Given the expected sensitivity of multi-ton scale detectors, the search for coherent elastic scattering
of solar 8B neutrinos [103, 104] will be one of the main physics channels as well. XENONnT, with the
expected improvement in background reduction and enhancement in xenon purity, is expected to play a
leading role in this search [96].

The analysis of low-energy ER data in XENONnThad the samepriority level as theWIMPsearches. This
is motivated by the XENON1T results, which observed an excess over known backgrounds between 2 and
3 keVer consistent with a solar axion model with 3.4σ significance, but also explainable by considering
tritium 3H as an additional background component [214]. For this reason, XENONnT performed, for the
first time in the DM direct detection field, a simultaneous ER and NR blind analysis. The ER and the NR
bands, below 20 keV, were unavailable until the analysis framework was completed. The WIMP search
and the low-energy ER analysis are discussed in chapter 6.

A new physics channel, never explored before in the XENON project, is presented in this manuscript.
Using the first XENONnT science run data, the nucleon and the di-nucleon disappearances in 129Xe were
investigated. These invisible nucleon decay channels belong to baryon and the lepton violation pro-
cesses [120]. Previous xenon-based experiments, e.g., DAMA/LXe [143], looked for these exotic channels
without finding any evidence above the background. Positive detection of these processes would revolu-
tionize our knowledge, helping us understand the origin of the asymmetry betweenmatter and anti-matter
in the Universe [109]. Chapter 7 is devoted to an in-depth discussion of this analysis.

In conclusion, thanks to the extraordinary detector performances and the ultra-low background level
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achieved, XENONnT can probe several new physics channels. It has a broad science program ranging
from DM searches to neutrino physics, including the search of xenon double-weak processes, such as
neutrinoless double β decay (0νββ) of 136Xe or double electron capture decay (2νECEC) of 124Xe [215], and
other baryon or lepton violation processes such as the invisible nucleon search.
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4
XENONnT photosensors

from testing to assembly in the TPC

The photosensor R&D has played a fundamental role in improving the sensitivity of the XENON experi-
ment. Detecting VUV-light efficiently while keeping the radioactive budget low and ensuring performance
stability at cryogenic temperature is challenging. This process has required a direct work relationship
with Hamamatsu and a meticulous testing and feedback routine. The XENON group at the University of
Zurich (UZH) has a long tradition with the photosensor R&D. The current PMTmodel used in XENONnT (3”
Hamamatsu R11410-21) was the result of a long development campaignwhere UZH played a key role [216].
As described in section 3.3.3, XENONnT doubled the number of TPC photosensors, many of which were
newly produced. Due to the high failure rate of PMTs (79 of the 248 PMTs) during the XENON1T operation,
prior to putting faulty photosensors in XENONnT, a careful testing campaign was required: Every PMT
was characterized and monitored in gas and liquid xenon for at least 2 weeks in an environment similar
to the XENONnT TPC condition. Once the PMTs were selected, they were installed in the XENONnT TPC
following a dedicated cleaning and assembly procedure.

The chapter is organized as follows: first, the PMToperation principle is summarized, and the design of
the 3” Hamamatsu R11410-21 is discussed. Following, the main steps in the test campaign and the results
obtained are presented. The chapter ends with the description of the PMT installation in XENONnT TPC.

4.1 Design and operating principle of XENONnT PMT
Despite being an old technology, the study of photomultiplier tubes is not yet completed. This is not sur-
prising since it is a technology that embraces several basic pieces of knowledge, from the physics of
photoemission to optics, from signal processing to electronics. PMTs are high-gain, typically operated
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with a wide-bandwidth (O(100 MHz)), devices able to detect single photons. Handling them requires ex-
pertise as well as caution. However, the amount of knowledge gained significantly since the first PMTwas
available in the market. Nowadays, VUV-sensitive photomultiplier tubes are operated for long periods of
time with good performances in a liquid xenon environment and little deterioration.

This section summarizes thePMTworking principle, focusing especially on the 3”HamamatsuR11410-21
used in the XENONnT experiment. Apart from the specification on the XENON photosensors, a detailed
review of PMTs can be found in [217, 218].

4.1.1 PMT operating principle

The objective of a PMT is to transform the information conveyed by the incident light into a readable elec-
trical signal. Fig.4.1 shows a photomultiplier tube’s schematic and operation principle. The components
represented are specific for XENONnT PMTs, which will be discussed in section 4.1.2. The PMT consists
of an evacuated tube with an input window, in which the photocathode is deposited by evaporation in the
inner face. The window material depends on the incident light wavelength. The XENONnT PMTs use a
quartz window which is optimized for VUV light transmission. Through the photoelectric effect, an elec-
tron is emitted from the photocathode after absorbing incident light, and the electron produced is called
photoelectron (PE). A focusing electrode establishes the right electric field, according to the geometry of
the tube, to accelerate and collect the PEs towards the dynodes chain. The power supply for operating the
PMT is provided through outgoing stems connected directly to the dynode chain. The collision with the
dynodes is such that a cluster of secondary electrons is emitted at each step of the chain. If the amplifi-
cation of the initial electrons is large enough, a readable charge per unit of time at the last dynode step,
the anode, will be produced. This signal can be read as voltage drop or as current. The PMT output has
embedded all the information of the incident light, such as the intensity [217].

The ability of light detection depends on the PE production efficiency, quantified by the quantum ef-
ficiency (QE): the ratio of the number of PEs produced to the number of incident photons. The QE for a
given tube is wavelength dependant, and it needs to be maximized according to the PMT’s application.
Once the PE is produced, it must be collected efficiently at the first dynode. This efficiency is quantified
by the collection efficiency (CE), which is related to the electric field configuration inside the tube. After
reaching the dynodes, the PE is multiplied throughout all the stages by the emission of secondary elec-
trons. The amplification is a statistical process governed by the number of secondary electrons emitted
per primary electron, δ, and their fluctuation. A semi-empirical relationship describes the amplification at
each dynode: δ = a × V k, where a and k are PMT constants and V is the interdynodes voltage. Hence,
for a dynodes chain with n stages, the electron multiplication, or gain G, is: G = a × V kn [218]. XENONnT
PMTs operating at ∼ −1.5 kV have a typical O(106) signal amplification.

It can often happen that some steps of the amplification chain are skipped. For instance, an electron
emitted by the photocathode couldmiss the first dynode, leading to a smaller signal output. Similarly, sec-
ondary electrons produced at the first dynode can backscatter toward the photocathode. The electrons
will eventually return to the first dynode following the electric field, but the impact is less violent, thus the
amplification smaller [218]. This process produces under-amplified signals, which must be considered to

44



PM
T 

W
IN

D
O

W
INCIDENT
PHOTON

PHOTOELECTRON
PH

O
TO

CA
TH

O
D

E

FOCUSIN
G

ELECTRODE

SECONDARY
ELECTRONS

GETTER
INSULATION

ANODE

DYNODES CHAIN

STEMS

CERAMIC
INSULATION

EVACUATED PMT BODY

e

Figure 4.1: A schematic figure of R11410 PMT. The figure is inspired by [219]. The incident light that passes through
the PMT window interacts with the photocathode, and a PE is ejected inside the evacuated PMT body. The PE is
led by an electric field, established by a focusing electrode, toward a dynodes chain. The PE follows the differential
potential among subsequent dynodes, and secondary electrons are produced at each collision with the dynodes.
The power is externally supplied to the dynodes through outgoing stems. Eventually, all the produced electrons are
collected in the last dynode - the anode - and if the signal amplification is high enough, it can be read [217]. Several
components represented in the schematic are specific for 3” Hamamatsu R11410-21, and they will be discussed in
section 4.1.2.

interpret the PMT output properly. Another interesting proposed source of under-amplified signals is due
to incident photons that interact directly with the first dynode [220, 221]. This effect and other imperfec-
tions in the multiplication chain are difficult to describe. Different models are suggested, which can lead
to different interpretations of the PMT output, e.g., gain.

The ability of PMT to detect a single photon also depends on the level of dark currents: a small amount
of current not originated by incident light. The causes of dark currents are several: scintillation from
glass caused by cosmic rays or field emission inside the PMT body rather than intrinsic radioactivity. The
most dominant source is thermionic emission from the photocathode and dynode surface. Due to their
high electron-escape probability material composition, also known as work function, it is very likely for an
electron to jump into excited states and overcome the vacuum level barrier, making itself free [217]. Dark
current is extremely voltage-dependent: the higher the power supplied to the PMT, the higher the spurious
current. On the other hand, especially for the thermionic component, lowering the operating temperature
helps to decrease the dark currents.

Ideally, for each electron produced at the photocathode, the PMT should respond with a single charge
pulse at the anode with a transit time characteristic of the type of PMT. However, to some extent, all
the PMT suffers from spurious small pulses right after the signal pulse. This so-called afterpulses (AP)
can happen with O(10 ns) time delays, mainly caused by elastic scattering electrons on the first dynode,
or with O(10 μs) delays. One origin of the latter AP is the presence of residual gases in the evacuated
photomultiplier tube. During their path toward the dynodes chain, the accelerated electron can bump into
residual gases, ionizing them. These positive ions will accelerate in the direction of the photocathode,
impinging against it and producing many PEs, resulting in a delayed pulse. The AP time difference and
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amplitude are linked to the ion that generates it. The AP rates should be kept as low as possible to avoid
bias in the PMT signal readout. Furthermore, as it will be discussed in section 4.2.2, an increasing AP
rate would suggest a PMT body vacuum leak, threatening its stability. The electric field configuration of
Hamamatsu R114101-21 is such that the time that the ion takes to reach the cathode is almost independent
of where it is produced and depends mainly on its mass-to-charge ratio M/Q:

t =
(
1.134 V1/2 μs cm−1

)√ L2

V0

M
Q
, (4.1)

where L [cm] and V0 [V] are the distance and the voltage difference between the photocathode and first
dynode, respectively [216]. To use Eq.4.1 M/Q must be expressed as a dimensionless quantity equal to
the number-of-nucleons/units-of-charge, i.e., M/QH+ = 1, M/QAr+ = 40, M/QXe++ = 65, and M/QXe+ = 131.
In the case of XENONnT PMTs, L = 4.1 cm and V0 = 323.4 V if the PMT is operating at −1.5 kV. Thus:
tH+ ≈ 0.26 μs, tAr+ ≈ 1.63 μs, tXe++ ≈ 2.08 μs, and tXe+ ≈ 2.96 μs [216].

The last source of concern for PMTs that this manuscript aims to emphasize is light emission: a
process where a PMT can produce individual photons at a wavelength such that the PMTs themselves are
sensitive to it. Previous studies attempt to explain this process, e.g., charge-up of the ceramic component
of the PMT. However, it is not fully understood [222, 223]. The concern is that a PMT with a high light
emission rate can also trigger the surrounding sensors, and the likelihood of mimicking a real event is
high. If the light emission rate is too high can significantly damage the sensitivity to a few photon events.
Therefore, as shown in section 4.2.2, every tested PMT with high light emission rate was not considered
for the XENONnT experiment.

An ideal PMT should always provide a signal proportional to the number of incident photons. However,
this input-output linearity is valid in a finite region, called dynamic range. The linearity is lost when the
incident light is too intense, and the photocathode can not provide enough PEs. Loss of linearity can also
occur at the level of the dynodes chain if too many secondary electrons are produced. On the one side,
the dynodes can provide a finite number of secondary electrons. On the other side, the charge repulsion in
the electron cloud leads to some electrons not being collected at the anode. These two processes are the
origin of linearity loss at the anode. Overlinearity can occur as well, usually if the PMT base current is too
low. In this case, the opposite current generated by the secondary electrons on their way to the anode will
reduce the potential difference between the last dynode and the anode. Since the power supplied does
not change, the potential loss is redistributed to the other dynodes, increasing the signal amplification in
the first stage of the chain. The linearity characteristics depend only on the current value for a fixed supply
voltage and are usually optimized for analysis purposes [217]. Section 4.1.2 contains the precautions used
in XENONnT to achieve a wide dynamic range.

The uniformity of the response of the photocathode and anode with respect to the position and an-
gle of the incident light is another key factor to consider. Whereas a spatial uniformity response is rather
easy to achieve, angular uniformity always degrades for high incident angles. As it will be shown in section
6.5.2, this information must be considered for a proper detector simulation. XENONnT uses the angular
dependence of the QE described in [224]. It is the result of two competing effects: the Fresnel trans-
mission through the PMT window and the absorption probability in the photocathode. As the incident
angle increases, the transmission decreases, but the absorption probability increases because the pho-
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Figure 4.2: PMT spatial and angular uniformity responses. (Left) Relative XENONnTPMTQE as a function incidence
angle, where 1 corresponds to the nominal QE provided by theHamamatsu. (Right) Averaged XENONnT relative PMT
efficiency versus radial position of the photoabsorption. The curve is normalized to center of the PMT. Curves taken
from [225].

tons pass through a greater effective thickness [225]. The left panel in Fig.4.2 shows the relative QE, with
respect to perpendicular incident light, for a given incidence angle. The PMT response as a function of
the radial position of the photoabsorption provided by Hamamatsu is considered, which combines both
the radial dependence of QE and CE. In addition, the UZH group in the XENON collaboration also provided
an independent spatial uniformity measurement for R114101 PMTs, consistent with the Hamamatsu mea-
surements [226]. The average XENONnT PMTs curve, normalized for the response at the center of the
PMT (90% [227]), is shown in the right panel of Fig.4.2.

Finally, it has been observed that the PMT response to one photon does not always correspond to one
PE. The probability of emitting two PEs, called DPE emission, is ∼ 20% for XENONnT PMTs at VUV wave-
length [228]. In itself, the DPE emission is not a problem. However, it needs to be propagated correctly
when the PMT output is analyzed and simulated. After a long correspondence with the PMTmanufacturer
and verifying the method by which quantum efficiency is measured, the XENON collaboration concluded
that the QE provided by Hamamatsu included the DPE probability.

4.1.2 Design of R11410-21 PMT

TheR11410PMT is a 3-inch diameter tube produced byHamamatsu for xenon-based detectors. Themodel
21 is used in the XENON experiment, which was the result of a collaboration with Hamamatsu to improve
its performance at the temperature of liquid xenon and reduce its radioactivity. In this section, the different
PMT components are presented.

The PMT body is made of Kovar, an iron-nickel-cobalt alloy with a high magnetic permeability to shield
the inner parts from external magnetic fields, which could otherwise affect the PMT performance. A VUV-
transmitted window delimits the PMT body. The window is made of quartz (synthetic silica) because it
has low ultraviolet light absorption. The PMT photocathode is based on bialkali, a compound of two al-
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Figure 4.3: A 3-inch Hamamatsu R11410-21
photomultiplier tube used in XENON experi-
ment.

Figure 4.4: Voltage divider circuit, as known
as base, to operate the XENON PMT.

kali metals with antimony1 to enhance the QE at short wavelengths. As discussed in section 4.1.1, a low
photocathode resistance is preferable for a better linearity response to avoid saturation effects for large
signals [229]. Hamamatsu achieves the right resistance by including a small bismuth in the photocathode
composition. This photocathode design guarantees 34 % QE on average [213]. On the back side of the
PMT, the stems use ceramic material to insulate the connections to the individual dynodes. The dynodes
chain consists of a linear-focused structure, supported by an L-shape insulator, made of 12 amplification
stages [230]. This dynodes chain provides fast time response with a transit time of ∼ 125 ns [216] and
a spread of ∼ 9 ns [213], a collection efficiency above 90 % [216], and signal amplification of O(106) at
−1.5 kV [213]. The PMT contains a strip of undisclosed getter material that activates itself at low tem-
peratures, which helps to reduce the AP rate [213]. When gas molecules strike the getter material, they
combine with it chemically or by absorption, reducing the residual gas within the PMT body that can oth-
erwise lead to after-pulses. However, noble gases like He, Ar, and Xe are unaffected by the getter. Fig.4.3
shows a picture of the XENONnT PMT.

Alongside the performance optimization, different material compositions were investigated to mini-
mize thePMTcontribution to the total backgroundbudget in the experiment. Gamma-ray spectroscopy [193,
195] and glow-discharge mass spectrometry [231] were used to infer the intrinsic radioactivity of the in-
dividual PMT construction materials. From one version to the other, the overall radioactivity was signifi-
cantly reduced to an acceptable level [219]. The expected NR background within (4, 50) keV in XENONnT
originated from spontaneous fission or (α, n) reactions in the PMT materials had been estimated to be
O(0.03) (events/(t × yr)) in 4 t fiducial volume [151]. Hence, PMTs do not limit the sensitivity of the exper-
iment. Material alternatives are still being investigated to reduce the impact of the photosensor on the
background contribution for future xenon-based detectors.

The power to operate the PMT is provided externally by small printed circuit boards (base)2 connected
directly to the dynodes through the stems. The XENON PMT base, shown in Fig.4.4, represents the first

1The exact composition is unknown, it is a Hamamatsu secret.
2DuPontTM Cirlex©, a thick all-polyimide laminate sheet material, has been used as board substrate. Fralock is the exclusive

worldwide licensee and manufacturer of Cirlex© [230]
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step in the data acquisition, fromwhich the anode signal is read out. The base design has been unchanged
since XENON1T [229], and it is shown in Fig.4.5. A negatively biased photocathode and a grounded anode
scheme are used. A grounded anode reduces the noise fluctuation in the PMT readout induced by the
electrical components, e.g., high-voltage power supply. The downside is that the PMT body is at the same
photocathode potential, which requiresmeticulous electrical insulation with the surrounding. The resistor
chain was designed tominimize heat dissipation and fulfill the linearity requirements. The total resistance
is Rtot = 92.5 MΩ. For a bias voltage of −1.5 kV, the PMT base current is I = 16.2 μA, leading to a power
dissipation of 0.024 W. Considering 494 PMTs in XENONnT, the total power from the base is ∼ 12 W. As
shown in Fig.4.5, the first dynodes have a high voltage drop and, consequently, a high electric field. This
choice has been taken to improve the CE [229]. The last dynodes chain stages also benefit from a high
voltage drop, which establishes a high electric field that overcomes the repulsive force in the electron
clouds at the last amplification stages. Moreover, parallel to the last resistors, capacitors are present to
further improve the linearity by spreading the output current over time. However, since the capacitors
need time to recharge, they do not help with the saturation due to the high signal rate. This base design
helps to achieve good linearity up to a signal current of ∼ 30 mA at a signal rate of 200 Hz, sufficient to
maintain linearity response for O(MeV) events [229]. As well as the PMT, the base production required
a careful choice of each component, e.g., resistors, capacitors, and soldering material. As mentioned in
section 3.3.3, the materials have been selected after a radioassay campaign. Then, these were provided
to an external company3 for assembly. More detail on the production can be found in [232].
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Figure 4.5: Resistor chain adopted in the PMTs of XENONnT’s TPC. Illustration adapted from [229].

4.2 The XENONnT PMT testing campaign
Of the 494 XENONnT PMTs, only 153 were inherited fromXENON1T. The remaining 341 PMTswere chosen
among 368 PMTs according to their time stability and performance in liquid/gas xenon environment. The
testing campaign of these 368 PMTs has been carried out by the Max Planck Institute for Nuclear Physics
in Heidelberg, Stockholm University, and the University of Zurich. A total of 105 PMTs were tested in the
testing facility MarmotX at UZH. The testing campaign, which ended in a publication [213], is presented in
the following sections.

3The same company used to assemble the base of XENON1T. The company is called Elfab.
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4.2.1 MarmotX facility

The MarmotX facility comprises a double-walled vacuum-insulated cryostat, which can host up to 10 3”
PMTs. A render of the facility is shown in Fig.4.6. An in-depth description of the full setup can be found
in [233]. An aluminum/PTFE support holds the PMTs in a two-array structure with the windows facing
each other, as shown in Fig.4.7. The support structure is also used as filler to minimize the xenon needed
(∼ 19 kg). The PMT characterization is performed using a blue LED (λ ∼ 470 nm) placed at the center of
the setup. A total of 8 Pt100 resistant thermometers are placed at several depths of the inner chamber
to monitor the xenon temperature.The gas xenon is stored in aluminum bottles next to the setup, and the
filling is performed through the dedicated gas system described in [233]. The warm gas is injected into
the cryostat from the top, where a pulse tube refrigerator (PTR) liquefies it (model Iwatani PDC08, 24 W
of cooling power at 164 K). The PTR cold head is wrapped in heating foil and controlled by a proportional-
integral-derivative (PID) controller (Cryo-con 32) to adjust the temperature of the chamber. The thermal
radiation losses from the inner cryostat to the rest of the room are minimized by wrapping the inner cryo-
stat into multi-layer insulation (MLI) foil. The outer vessel is evacuated to provide thermal insulation. A
vacuum pressure gauge is used to monitor the pressure during the operation. In case of emergency, a
liquid nitrogen bottle can provide additional refrigeration power if the inner pressure rises above 2.5 bar.
However, a safety mechanism is present if the pressure overtakes the maximum safe pressure for R11410
PMT (∼ 3 bar) [232]. In this case, a spring-loaded pressure-release valve will open, and the xenon will be
vented.

The PMTs are powered by an Iseg EDS-F-130n 16-channel high voltage module, and their signal is read
by twoCAENV1724 digitizers after×10 amplificationwith a Phillips 776 amplifier. An additional copy of the
amplified signal is routed into a CAENN845 discriminator, whose output passes to a CAENV260 scaler for
PMT rate monitoring. The data acquisition and processing are based on custom-made softwares [233].

4.2.2 Testing campaign result

ThePMT testingwas performed in an environment as close as possible to the XENONnT condition, namely
a temperature of ∼ 175 K and a pressure of ∼ 2.3 bar. Every batch of 10 PMTs went through two cooling
cycles. The PMT parameters, such as gain, AP rate, and total event rate, were monitored daily during the
test. The testing was performed in liquid and gas xenon environments for at least one week in each of
them. Furthermore, the arrangement of the two arrays allows dedicated measurements to evaluate the
light emission rate.

Gain characterization

XENONnT PMTs are expected to have ∼ 106 amplification at ∼ −1.5 kV. This was verified for every PMT.
The characteristic gain curve as a function of supply voltage, described in section 4.1.1, was demonstrated
at each cooling cycle. For every PMT, the a and k parameters are extracted from the so-called HV-scan:
consecutive gain measurements at increasing supplied voltage. An example from the testing campaign
is shown if Fig.4.8. In the testing campaign and XENONnT experiment, the gain is computed using the
model independent method [234]. To extract the relevant single PE information, this method relies only
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Figure 4.6: Render of the MarmotX testing facility. The
PMTs are hosted in a two-array structure inside the in-
ner cryostat and inserted inside the outer cryostat. The
region among the two cryostats is evacuated to ensure
good thermal insulation. The xenon is liquefied at the
top by the PTR. Several ports allow the cable connec-
tion from the air to the xenon side to perform the PMT
testing. Figure by J. Franchi.

Figure 4.7: Render of the PMT support structure used
in the MarmotX testing facility. The two-sided structure
of PMT arrays can be appreciated. Figure by J. Franchi.

on statistical argument rather than the more conventional single PE fit. Comparing a PMT response to a
low-intensity light with the response of no light makes it possible to derive the PMT signal amplification.
The full description of the method is in section 5.1.3. All the tested PMTs showed the expected gain
performance through the gas and liquid periods.

Afterpulses characterization

The afterpulses characterization was performed via high LED intensity illumination. The larger the AP trig-
gering pulse, the better the AP resolution since each PE in the main pulse can produce an AP. At the same
time, AP characterization is more effective with fast-triggering pulses to avoid pulse overlapping. The fea-
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Figure 4.8: Example of HV-scan results for two PMTs during the PMT testing campaign. The exponential trend of
the gain as a function of the supplied voltage has been investigated. The χ2 goodness-of-fit test suggests a good
match with the gain model described in section 4.1.1. None of the tested PMTs showed a discrepancy with the
expectation.

tures of delayed pulsed within 5 μs to the triggering pulse were analyzed. The top panel of Fig.4.9 shows
the two-dimensional histogram of the AP integrated charge as a function of the time delay between the
main LED signal and the AP. Three regions in the histogram can be identified. At a small time delay, there
is a highly populated region A1 with AP signal O(1 PE), most likely generated by backscattering electrons
at the first dynode. A second region with the same AP intensity, A2, can be identified. Its time distribution
extends up to several μs, and there is no clear theory of their origin. Finally, the testing campaign aims
to study the last region A3. APs due to residual gas would show up in this region at some precise time
delay proportional to their charge-to-mass ratio. As discussed in section 4.1.2, the events at ∼ 2.7 μs
are connected to the presence of xenon inside the tube, whereas the presence of argon is linked to the
population at ∼ 1.6 μs. It is improbable that residual traces of xenon are introduced during manufacturing
since the xenon concentration in the air is very low (0.086 ppm [235]). Hence, any xenon-related APs,
even at a low rate, indicate poor sealing of the PMT. This technique of leak-checking was already used
by XENON1T [216] and PandaX-I [236], and it proved to be very efficient in detecting very small vacuum
degradation. On the contrary, argon is very abundant in the atmosphere (concentration of ∼ 1 % [237]),
and it can leak into the PMT body during manufacturing.

The presence of AP is more evident if the two-dimensional histogram is projected onto the time delay
axis, as shown in the bottom panel of Fig.4.9. A good PMT is shown in blue, and a leaky PMT is shown
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Figure 4.9: The top panel shows the two-dimensional histogram of AP size and its time delay. The three regions
described in the text are highlighted. The bottom panel depicts the projection on the x-axis of the two-dimensional
histogram. A good PMT is shown with the blue line, while a bad PMT is with the red line. The presence of Ar+, Xe+,
and Xe++ APs is evident.

in red. From the fit of the peak correspondent to the specific ion, the AP rate is extracted, defined as the
fraction of photoelectrons in the main signal that induces an afterpulse. This parameter was used for
rating the tested PMTs. PMTs showing xenon AP rates were excluded from XENONnT, as well as those
with high argon AP rates (> 0.3%) and those with increasing AP rate over time.

Light emission study

As described in section 4.2.1, the amplified PMT signal is also fed to a CAEN N845 discriminator and then
to a CAEN V260 scaler. The discriminator threshold is set to 11mV, equivalent to ∼ 0.5 PE signal for 5×106

signal amplification. The combination of discriminator and scaler is used to monitor the total PMT rate.
No conclusion on the DC rate can be drawn with this measurement because the total rate also includes
the scintillation in the xenon produced by cosmic rays. However, its monitoring is useful for evaluating
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the stability of the PMT at cryogenic temperatures. An example of total rate evolution for two facing
PMTs is shown in Fig.4.10. No strong fluctuation has been observed, which indicates the high reliability
of R11410-21 PMT at cryogenic temperature. The rate spikes correspond to LED pulses from the gain and
AP measurements.

The inlet plots of Fig.4.10 show the results of the dedicatedmeasurement for detecting light emission.
Since the light emission is voltage-dependent, the measurement evaluates the trigger rate of one PMT
while decreasing the power supply of the facing one. If the trigger rate of the one PMT decreases while
turning down the voltage of the facing one, it is possible to conclude that the facing PMT is emitting
light. The two PMTs in Fig.4.10 do not exhibit any trace of light emission. PMTs in which it was identifying
unusually high emission rateswere excluded from the final PMT list for XENONnT.More information about
light emission test can be found in [232].
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Figure 4.10: Evolution of the event rate of two facing PMTs during the testing campaign. The left side shows the
liquid xenon period, while the right shows the gas xenon period. The rate spikes correspond to LED pulses from the
gain and AP measurements. The inlet plots show the light emission measurement performed during the test. For
these PMTs, there is no evidence of light emission.

Another category of light emission was investigated: intermittent light emission, where occasionally
a PMT shows very strong light emissions which could last a few seconds, often called flashes, up to
hours or even days. XENON1T observed that this intermittent light emission was often triggered by a high
rate of signals [216]. Therefore, during the test campaign, a so-called high-illumination stress test was
performed in liquid and gas xenon. Over two periods of several hours, the PMTs were illuminated with an
LED intensity of O(105 PE), comparable to the most active calibration periods of XENON1T, and the total
rate was monitored. In a few cases, this triggered strong light emissions of O(10 kHz). As a result, these
photosensors were excluded for XENONnT. For a more detailed discussion on strong light emission, refer
to [232].
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4.2.3 Conclusion

The results of the testing campaign are shown in Tab.4.1. Of the 368 new PMTs, 105 were tested at the
University of Zurich. Contrary to XENON1T PMT testing campaign, all the newly purchased XENONnT
PMTs were tested over a period of at least two weeks, one in liquid xenon and one in gaseous xenon
environments to mimic the bottom and top PMT arrays condition in a dual-phase XENON TPC.

It was proven a sensitivity to xenon-related afterpulse rates on the order of 10−5 %, sufficient to detect
the smallest identified leaks in XENON1T PMTs. This level of sensitivity permitted to improve considerably
the photosensor’s quality. Six PMTs were disqualified due to an increasing afterpulse rate from xenon or
argon atoms due to vacuum degradation. Other seven PMTs were rejected due to a high rate of nitrogen
afterpulses, likely due to air leak or the release of a large amount of nitrogen trapped within the PMT [213].

Particular attention was paid to the identification of light emissions. Only five out of 368 tested PMTs
were disqualified due to O(kHz) light emission. Other six PMTs were identified to have intermittent high-
rate light emission and therefore excluded [213].

Two PMTs were excluded from the final PMT list because they could not be turned on, most likely due
to damage during transportation. The remaining PMTs and the 197 PMTs selected from XENON1T were
graded according to their performances [238]. At each problem, such as micro and low-rate intermittent
light emission as well as argon afterpulse rates, was assigned a certain number of penalty points. In ad-
dition, points were given to PMTs manufactured in batches containing several other PMTs that had devel-
oped severe problems. The rating was used for photosensor selection and for the arranging in XENONnT
TPC. The results of this PMT testing campaign resulted in a publication [213].

Tested Accepted Sealing problem Light emission Other problems

In total 368 342 13 11 2

At UZH 105 100 2 2 1

Table 4.1: Summary of the XENONnT PMT testing campaign. Adapted from [232].

4.3 Installation of XENONnT PMTs
After completing the PMT testing campaign in thewinter of 2019, the photosensorswere shipped to LNGS.
In the following months, the PMT arrays were assembled in a clean room in the above-ground facility a
LNGS, following specific cleaning procedures for PMTs, the cables, and the bases. The next sections first
discuss the PMT cables, their properties, their installation scheme, and the cleaning procedure adopted.
The PMT bases production and cable connectors used in XENONnT are shown together with the cabling
design. The PMT array assembly will follow, and the chapter ends with the underground installation of the
XENONnT TPC.

55



4.3.1 The XENONnT PMT cables

As shown in Fig.3.7, all the PMT cables4 are guided from the TPC to the third floor of the service build-
ing next to the water tank through two cryogenic pipes. One pipe is inherited from XENON1T, designed
to host cable for up to 432 PMTs. The final design of XENONnT TPC included 494 PTMs. Thus, a new
pipe was installed to host the extra cabling. The pipes also host the infrastructure for the cryogenic op-
eration, as well as the cabling for temperature sensors and liquid level sensors. Two different types of
cables are used to read out the PMT signals and supply them with high voltage. The signal readout uses
PTFE-insulated coaxial cables, RG196A/U. The voltage and the ground return are provided with Kapton©

insulation, single silver plated copper wires, AWG 30, rated up to 2 kV. The PMT cabling is such that every
PMT is independent. Namely, the power supply can be chosen individually. This is essential for perfor-
mance optimization and excluding certain PMT in case any problem arises. The extra cabling required for
XENONnT was selected through radon emanation measurement and radioactive screening campaign as
described in section 3.3.3. The results are described in [232, 201].

The end of each pipe is connected to a vacuum-tight vessel, called breakout chamber, equipped with
several vacuum-potted feedthroughs. There, the cabling and other connections are carried out from the
xenon atmosphere into the air. Fig.4.11 shows a picture during the installation of the XENONnT potted
feedthroughs. The cables are sealed into the flanges with black epoxy. A total of eight coaxial cable
feedthroughs are needed, each containing 72 cables potted in a DN 63 CF flange. All of them were pur-
chased new for XENONnT. The Kapton© wires are potted in DN 40 CF flanges, with either 104 or 80 wires
each. Out of the seven needed for XENONnT, four were inherited by XENON1T, and three were purchased
new. The signal cables are routed from the breakout chambers to the DAQ, one floor below, using a metal
rank and cable ties. In the DAQ room, they are connected to the dual channel Phillips 776 amplifiers. The
×10 amplified signal is guided to CAEN V1724 digitizers. Furthermore, the top PMTs ×0.5 amplified signal
is also digitized for high energy analysis. On the airside, Kapton© wires are collected into 52-pin Radiall
connectors [239] and plugged first into a custom-made filter box, designed to reduce the noise produced
by the voltage supply, and then into the voltage boards CAEN A7030LN or CAEN A1536LN. The shielding
of the coaxial signal cables is fixed to the common ground through a 50 cm long Kapton© wire, called
ground return, directly in the PMT base. The voltage power supply provides the common ground, which is
kept floating to avoid ground loops [240].

To facilitate installation, the cabling scheme is divided into three sections. First, the cables directly
soldered into the PMT base go to a connector at the top of the cryostat. The second section runs into
the cryo-pipes to the breakdown chambers, where the cables are connected to the third section, which
consists of the potted feedthroughs, and then into the DAQ room. The actual electrical connection is
made via MMCX pins for the signal cables on the xenon side and SMB for the amplifier connection. D-
subminiature pins and sockets insteadmake the high-voltage connection. Since the grounding scheme is
common to all the PMTs, the high voltage returns from the bases are collected into a common connector,
called ground return collector. The cabling scheme is sketched in Fig.4.12. The top and bottom PMT array
cables on the xenon side have a different length of 1.5m, as shown in the sketch5. To avoid any time delay

4Both HV and signal cables running in the cryogenic pipes are 9.6 m long.
5The cables of the top and bottom PMTs are 2.20 m and 3.70 m long, respectively.
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Figure 4.11: XENONnT vacuumbreakdown chamber dur-
ing the cables’ installation. The cables from the TPC ar-
rive from the left. The potted feedthroughs, visible at the
top right of the picture, do the passage from the xenon
to the air.

Figure 4.12: XENONnT cabling scheme. The rectangular
blocks represent the position of the connectors. Figure
by A. Brown.

between the signal from the two arrays, the coaxial cable length is adjusted on the air side. Specifically, the
top PMTs have 6.75 m cables from the vacuum breakdown chambers to the amplifiers, while the bottom
PMTs have 5.25m cables, both with 25 cm in the potted feedthroughs. Further information on the cabling
can be found in [241, 232].

4.3.2 The XENONnT PMT connectors

Fig.4.12 shows where the three cable sections are joined: first at the top of the cryostat, near the pipes’
entrances, and then in the two breakout chambers. To provide structure, the PMTs are divided into groups
of 24, called PMT array sectors. Each type of cable from a sector is collected in custom-made connectors
made by PTFE, free-oxygen copper, and stainless steel [241]. They aremeant as a support structure and to
help during the installation. The coaxial cable connector, the high voltage wires connector, and the ground
return collector are shown in Fig.4.13. As described in section 4.3.1, the ground return collector contains
the grounding return from a PMT sector. Then, two redundant Kapton© wires are routed from the ground
return collector into a dedicated hole in the high-voltage connector. Hence, the high voltage connector
can host up to 26 Kapton© wires, where two of them are reserved for the ground returns and 24 for the
PMT power supply. Whereas, the signal connector can host up to 24 coaxial cables.

Each PMTs array is divided into 11 sectors, as shown in Fig.4.14. The groupingwas chosen tominimize
the length of the cables. Besides sector 5, which contains 13 PMTs, and sector 12 with only one PMT, all
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(a) (b) (c)

Figure 4.13: Connectors used for PMT cables in XENONnT. From left to right: signal connector, high voltage con-
nector, and ground return collector.

the other sectors have 24 PMTs. Sector 12 does not have any connectors because its cables are collected
into sector 5 connectors. Thus, the bottom PMT array has 10 sector effectively. The cables from the
bottom array are routed toward the top of the TPC by 6 PTFE cables-guides on the outer side of the TPC
wall.

The same cabling scheme adopted on the xenon side is used for the air side. Hence, there is a one-to-
one correspondence between the Radiall connector, the HV boards, and the amplifier with the PMT sector.
These helped to reduce the electronic noise and human mistakes during installation.

The cables are prevented from being too loose thanks to PEEK cable ties applied all along the cables
bunch, particularly close to the connectors. Moreover, the cable ties were laser engraved with an identifi-
cation code to help the connections. The PEEK cable ties were not used for the old pipe, since there was
already an identification copper plate for each bundle of cables.
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Figure 4.14: The scheme of PMT sectors adopted in XENONnT. The positions of the cable guide, used for the bottom
PMT cables to route them towards the top, are also shown.
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4.3.3 Cables and bases production, assembly and cleaning

A total of 567PMTbaseswere produced for XENONnT. The printed circuit board (PCB) comes fromFralock
in the USA, which has the exclusive patent for Cirlex production. The circuit components were the same
ones used in XENON1T, except for the resistance 1 kΩ and 51 Ω [232] (see Fig.4.5). Every component was
produced or purchased in abundance to have sufficient material for radioassay via γ-ray spectrometry or
the ICP-MS technique, as described in section 3.3.3. The sum of individual screening results is compatible
with the full base assemble results [200]. The behavior of every fully assembled base was tested by
applying -1.5 kV and verifying the voltage drop across each resistance and total voltage output. For this
test, a dedicated tool was provided by the UZH electronics workshop. The test was performed twice,
before and after soaking the bases in liquid nitrogen. The thermal stress allowed for the identification of
the problematic bases. Out of the 567 bases tested, 66 did not pass the test. The problem was identified
with a broken connection in one of the three vias, which connect the two layers on either side of the PCB.
Even though there were sufficient bases for XENONnT, the UZH electronic workshop successfully repaired
them.

The coaxial cables were initially purchased from Habia, the company that provided XENON1T cables.
However, the results of radon emanation measurement were ×30 larger compared to the rate of the
XENON1T samples ((0.34 ± 0.12) μBq/m) [232]. Thus, the manufacturer was changed to Huber+Suhner.
They produced the total length of cable required in five batches, eventually grouped in 3, with an ac-
ceptable level of radon emanation of (on average ∼ 1.5 μBq/m) [200]. The Kapton© cables for the high
voltage and ground return were procured from Accu-Glass. Their radon emanation was measured to be
(0.41 ± 0.15) μBq/m), a factor four smaller than the coaxial cables per unit of length [200].

The coaxial cables and Kapton© wires have been soldered to the bases by Elfab, using a screened
solder wire. Before the soldering, the bases were arranged on acrylic support structures replicating the
PMT sectors. After the soldering from Elfab, every electric connection was tested again. Eventually, the
acrylic supports, with the bases and the cables, were shipped to LNGS for cleaning and assembly.

Every component of the XENONnT experiment was cleaned in a ISO-56 clean room in the above-ground
facility at LNGS. In this manuscript, we will not review the procedure for each material since it has been
extensively discussed in a recent publication [201]. However, it is important to mention that every compo-
nent had a different cleaning recipe depending on the material composition. The general approach was
ethanol wiping, immersion in a decreasing agent, and/or warm ultrasonic bath (US) with an acid solution.
The components were then rinsed with deionized water and dried with ethanol o nitrogen gas. The US
bath is important for removing surface contaminations. However, it was not used for the bases to avoid
any damage from vibrations in the electrical circuit. The bases were instead only rinsed with deionized
water and flushed with nitrogen. In Fig.4.15, a picture shows the PMT XENONnT cable cleaning operation.
Once the components were cleaned, they were wrapped in plastic foil and stored in a second cleanroom
at the above-ground facility at LNGS to keep them clean. Further information can be found in [232, 200].

6International Organization for Standardization (ISO) classifies the clean room based on the maximum concentration of par-
ticles such as dust and airborne particulates. An ISO-5 clean room is 105 per m3. For an ISO-6, it is 106 per m3.
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Figure 4.15: Ultrasounds bath for cleaning of PMT
cables. The acrylic support structures were held by bars,
and only the cables were inside the bath.

Figure 4.16: Picture during the PMT array assembly.
PMTs inserted in the dedicated hole in the copper struc-
ture and held from the window by the PTFE panel, visible
at the bottom. PTFE clamps from the back of the PMT
body ensured their position.

4.3.4 The PMT array assembly

Two PMT arrays in the XENONnT TPC hold 253 photomultipliers at the top and 241 at the bottom. Both
PMT arrays consist of a single perforated oxygen-free high conductivity copper (OFHC) plate, providing
stability and flatness. Two PTFE discs are fixed on the OFHC plate on the side that looks at the active
volume. They work as light reflectors and support for the PMT body. The PMTs are inserted in the hole of
the copper plate, and their body is kept in position thanks to clamps mounted on their back and attached
to the OFHC plate, which slides in the radial direction to account for the thermal contraction. The PMT are
arranged in a compact hexagonal structure to maximize light collection efficiency. In Fig.4.16, a picture
of the PMT array is shown.

The PMT arrays assembly, which took place in the fall of 2019, was performed in the ISO-5 cleanroom
at above-ground laboratories at LNGS. Previous to that, the array structures were already cleaned and
assembled. Then, the PMTs were introduced in the cleanroom following a rigorous procedure. First,
they were cleaned with ethanol-soaked wipes for degreasing and blown with nitrogen to remove the dust.
These operations were done near the cleanroom entrance, on a clean surface, and the PMTswere handled
with latex gloves. Afterward, the PMTs were brought into the ante-cleanroom, called gray room. Here they
were wiped thoroughly with ethanol by an operator dressed in cleanroom clothes. Once introduced into
the cleanroom, they were immersed and gently shaken into an analysis-grade (> 99.9%) absolute ethanol
bath. The ethanolwas changed every∼ 50PMTs. Theywere thenwipedwith cleanroomwipes andflushed
with compressed nitrogen. Maximal attention was given during these operations to avoid moving around
any dust. The PMTswere inspected, and if the examination was positive, they were inserted in the specific
position following the PMT scheme shown in Fig.4.14. A picture during the PMT assembly operation is
shown in Fig.4.17. Note that the PMT array structure was already assembled and placed on a clean desk
on the PTFE side at the time of this operation. Finally, the corresponding PMT basewas extracted from the
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acrylic structure and inserted in the PMT stems. In some cases, the cables detached from the bases, and
the soldering was performed inside the cleanroom. This was far from ideal. However, no other solution
was available: all possible precautions during the soldering were used, e.g., extracting the fumes while
soldering and making a physical separation with cleanroom wipes from the rest of the material.

After a sector was completed, the signal connector and the HV connector were mounted while Elfab
assembled ground return collectors. Once the connector was completed, the electrical contacts were
tested for all the PMTs. Once the whole array was assembled, it was inspected again. Traces of copper
and PEEK dust were founded and removed. Furthermore, several bases had traces of solid black/brown
residuals. These were gently removed using ethanol-soaked wipes. In Fig.4.18, it is shown a picture of
the XENONnT bottom PMT array fully assembled. Once the cleaning requirements were satisfied, the full
PMT array was tested in a light-tight box inside the cleanroom. Every PMTs high-voltagewas ramped up to
-1.3 kV, and their response was verified through an oscilloscope. The power supply and the oscilloscope
were placed outside the cleanroom, and their cables were run through a special inlet in the cleanroom
walls. From the full 494 PMTs, only one showed no signal. The base was damaged during the opera-
tion and successfully changed. Eventually, the PMT arrays were placed in storage boxes with a flushing
nitrogen atmosphere to prevent contamination until the TPC assembly.

Figure 4.17: Picture during the PMT array assembly
in above ground cleanroom at LNGS. The PMTs were
placed in the array following the cabling plan, after in-
stalling the corresponding base.

Figure 4.18: Picture of the XENONnT bottom PMT array
fully assembled.

4.3.5 The XENONnT TPC installation

Once all the XENONnT detector components were ready, cleaned, and pre-assembled, the TPC assembly
began. In 10 days, from February 24th to March 5th, all the individual pieces were assembled in the above-
ground cleanroom by a team of ∼ 20 people. The timing was essential. The TPC was not supposed to be
in contact with air for too long to minimize radon progeny plate-out [242]. On March 5th, the assembled
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TPC, sealed in a protective Mylar bag, was transported underground and installed inside the water tank.
Here an ISO-6 cleanroom, mounted around the outer cryostat dome, hosted the TPC for the final operation
before closing the cryostats. The main phases of the TPC assembly, above-ground and underground, are
summarized below, together with the tests performed before tightening the cryostats.

Building the TPC above-ground

From theXENONnTTPCdescription in section 3.3, it is possible to grasp the complexity of the detector and
the countless components that make it up. Before starting the TPC assembly, each of these was cleaned
and pre-assembled, if possible, as for the PMT arrays described previously. The TPCwas assembled from
top to bottom and from the inside to the outside.

First, the stainless steel bell was lifted into the support structure, and the top PMT array was fixed
below it. The PMT cables were gently routed out from the bell thanks to recesses in the OFHC plate,
corresponding to the position of the cable guides in Fig.4.14. PEEK cable ties were used along the cables’
bundle to reduce the force applied to the soldering point.

Afterward, the field cage was assembled, starting with PTFE pillars supporting the 71 field shaping
wires, and the 48 PTFE panel reflectors were slid between the pillars. The copper field shaping wires were
then mounted on the outer side of the PTFE reflector. Every two consecutive wires were connected via a
resistor. Once the inner structure of the field cage was completed, the 64 copper field shaping rings were
installed, from bottom to top to provide stability. The rings were made of two pieces held together with
stainless steel screws. The second resistor chain that connects consecutive rings was mounted at the
fastening point. Approaching the top of the field cage, the optical fiber for PMT calibration was inserted
in the 250 μm holes in the PTFE panels before installing the last rings. A total of 24 PMMA fibers were
placed equidistantly in two rings of 12, at 25 cm and 20 cm from the gate electrodes [243]. Following, the
PTFE cable guides were installed in correspondence to the PTFE pillars. Eventually, the remaining rings
were installed.

Next, the top electrode stack, composed of the gate electrode, the anode, and the top screening elec-
trode, was positioned at the top of the field cage, and everything was fixed to the top PMT array under
the bell. Lastly, the bottom PMT array, with on top of it the bottom screening electrode and the cathode,
was fixed at the field cage. Note that the bottom PMT array had to be flipped. This was a delicate pro-
cedure performed at the beginning of the TPC assembly. In Fig.4.19 the bottom electrode stack, on top
of the bottom PMT array, is shown. Finally, the bottom PMT cables were fixed to the TPC structure, as
shown in Fig.4.20. Then, the full TPC was sealed into a Mylar bag for transportation to the underground
laboratories.

The installation of the TPC underground

Before the TPC was brought underground, the cabling was installed and tested. The installation of the
new pipe was performed several weeks in advance, some information can be found in [232]. The potted
feedthroughs were installed during the TPC assembly above ground to minimize the operation time in the
breakout chambers, which needed to be open for the cable connections. Once the feedthroughs were in-
stalled and the cables connected, the electric connection of all cables in the pipe and potted feedthroughs
were tested with a multimeter in test mode. Also, the old XENON1T cables were tested. The multimeter
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Figure 4.19: Pictures of the top field cage with the gate
electrode on top of it (top) and bottom electrode stack
on top of the bottom PMT array (bottom) during the TPC
assembly in the above-ground cleanroom at LNGS.

Figure 4.20: Final operation during the above ground
TPC assembly. Installation of the stack of bottom elec-
trodes and bottom PMT array below the TPC field cage.

emits an audible indication if a complete path is detected. Hence, one person was in the service building
touching each MMCX or D-sub pin in turn, and one in the water tank touched the other end of that cable.
This helped to identify some swapped cables which were in the wrong connector hole and other broken
ones, which were promptly fixed. Among all the infrastructure held by the pipes, there are four silica fibers
for PMT calibration. A dedicated potted feedthrough in the breakout chamber connects the silica fibers
on the xenon side to PMMA fibers on the air side. As well as for the cables, the fibers were tested by shin-
ing light from the feedthrough connector. One fiber did not transmit light and repairing it was impossible.
Hence it was not used. Furthermore, one fiber broke during the cabling operation inside the water tank.
However, two fibers were sufficient for PMTs calibration, as shown in section 5.2.2.

Once the TPC was underground, it was lifted inside an ISO-6 cleanroom below the cryostat domes at
the center of the water tank. With the TPC hanging in the support structure, all the PMT cables have been
routed on the top of the stainless steel bell and connected to the corresponding connectors. To avoid
floating cables and fiber, both were fixed to the bell using PEEK clamps. Since only two silica fibers were
available, only 12 PMMA fibers were connected. During the procedure, one Kapton© cable was cut and
immediately repaired using a spare HV connector for the electrodes. Unfortunately, during the operation,
2 of the 12 available fibers were pulled out from their position in the PTFE panles [243].
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Next, the level meters sensors were installed around the field cage. In total, eight, two long and two
medium to monitor the liquid xenon level during the filling and four short for fine level monitoring. More-
over, seven temperature sensors (Pt100) were placed around the TPC and at the entrance of the pipes. In
addition, the connections of the electrodes were tested, and the xenon piping was installed. Finally, the
TPC was lifted to its final position. During the lifting, a coaxial cable of a short-level meter was pinched,
but it was repaired. Lastly, the PTFE panels were placed all around the bottom part of the shaping rings
as further protection when closing the cryostat and to improve the insulation between the cathode and
the cryostat. In Fig.4.21, a few salient moments during the underground TPC installation are collected.

The inner cryostat was then ready to be closed, and then, the elicoflex® gasket was placed at the top
of the inner cryostat, which was then lifted and closed. Immediately after, the outer cryostat was lifted
and closed. The detector was evacuated at this point, and the commissioning started.
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(a)

(b)

(c)

Figure 4.21: Some highlights of TPC’s underground installation. (a) TPC lifting inside the cleanroom at the center
of the water tank. (b) Operation during the PMT cable connections and fiber installation. (c) From left to right:
Francesco Lombardi, Adam Brown, Sebastian Lindemann, and myself.
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5
Characterization and performance optimization of

XENONnT PMTs

from commissioning to science data taking

The XENONnT TPC was installed and sealed on the 25th of March 2020, after which the detector was
evacuated until July 7th 2020 to reduce outgassing. This has been done especially for tritium mitigation
(see section 6.1). This period was interrupted two times when the TPC was filled with nitrogen gas for
radon emanation measurements. The filling started in the summer of 2020 with room-temperature gas
xenon. At this point, the circulation and purification lines were commissioned. Furthermore, the krypton
was distilled from all the xenon inventory throughout this period. The TPC was then cooled down, and the
liquid xenon filling started. It took from August 2020 to October 2020 to fill the 8.6 tonnes of liquid xenon
in the inner cryostat. At the same time, the neutron veto was mounted, and thereafter the water tank was
filled. While the xenon was cleaned through the gas and the liquid purification lines, the electrodes were
tested, and in December 2020, the first XENONnT (S1, S2) event was observed. Suddenly, after a tripping
event of the cathode, the bottom electrodes stack appeared as they were shorted together. Namely, the
resistance between the cathode electrode and the bottom screening mesh was 0. From that point, it was
impossible to raise the cathode voltage above ∼ 3 kV without experiencing a cathode tripping. This event
defined the choice of the electric field configuration adopted in the first science run data taking (SR0).
During thewinter and the first part of the spring of 2021, the remaining infrastructureswere commissioned,
e.g., the radon distillation column, and the analysis framework was developed. During this period, the TPC
configuration was optimized in view of the science data taking.
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This chapter focuses on the PMT commissioning. First, the PMT calibration system and analysis are
presented. The PMT configurations adopted for the SR0 are then discussed as the PMT performance
during the science data taking.

5.1 The PMT calibration
At least once per week, the PMT responses to blue light were calibrated. As during the testing phase, the
time evolution of PMT gains and APs rate must be monitored. Furthermore, an additional parameter was
considered - the single PE acceptance, or in short SPE acceptance - which will be defined in section 5.1.4.
This section presents how the PMT data are acquired and processed. The methods used to compute the
gain and SPE acceptance in XENONnT are reviewed in detail.

5.1.1 The PMT calibration system

During the commissioning and later in science data taking, the PMTs were calibrated weekly by shining
blue light through the optical fibers described in section 4.3.5. The fibers are part of a light calibration
system, as shown schematically in Fig.5.1.
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Figure 5.1: Sketch of calibration system used in the XENONnT experiment to calibrate the PMTs in the TPC. Figure
by C. Capelli.

The PMT calibration system consists of a remotely-controlled pulse generator (Berkeley Nucleonics
Corp. model 505) coupled to four blue light emitting diodes (LEDs ∼ 460 nm, Farnell element14 KING-
BRIGHT L-813PBC-Z). The pulse generator triggers the photon emission from the LEDs, and the light runs
through the optical fibers into the TPC. The fibers have already been discussed in section 4.3.5; more
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information can be found in [243]. The same external trigger for shining light initializes the data acqui-
sition (DAQ) shown in section 4.3.1. The normal data-taking mode and the PMT calibration share the
DAQ system, but PMT signals are acquired in a triggerless mode [240]. The frequency of the DAQ trig-
ger (∼ 2.4 kHz) allows for very fast PMT calibration. Moreover, since different PMT calibrations require
different data, the acquisition window is adjustable. Lastly, the pulse generator trigger is delayed with
respect to the DAQ trigger. The time difference between the two triggers can be set according to the type
of calibration.

5.1.2 The PMT calibration processing

The data processing of XENONnT is new compared to its predecessor XENON1T. It is fully written in python
and based on the strax (STReam Analysis for Xenon TPCs) software [244]. Strax is open-source code
meant for xenon detectors and takes care of low-level data handling, namely the front-end signal process-
ing, storage, and data reduction. For the high level, e.g., peak finding or event building, a custom private
software still based on strax, called straxen [245], is used. The digitized PMT signals, called raw records,
are processed by different plugins1 with a hierarchical organization: The datatype from one plugin is fed
into the subsequent one until the (S1, S2) events are built. The processing of the PMT calibration signals is
simpler compared to normal data. Each PMT signal is processed by LED calibration plugin, which extracts
the integrated charge (area) and the signal amplitude in a pre-defined time window.

The gain and the SPE acceptance data-taking mode share the same DAQ configuration. The data
taking last for ∼ 3 minutes, for total statistics of 4 × 105 events. The acquisition window is fixed and
consists of 160 digitizer samples, corresponding to 1.6 μs given the 10 ns digitizer sampling rate. This
array of raw records is called a waveform. The pulse generator is ∼ 800 ns delayed to the DAQ trigger to
place the LED signal around the 80th time sample. An example of LED arrival time distribution per PMT is
shown in Fig.5.2. The first 40 samples, where no LED induce events are expected, are used to compute
the waveform baseline. Hence, the baseline is subtracted from the PMT output, and the negative signal
is considered to have positive pulses for convenience.

The signal area and amplitude are extracted from the [78, 116] sample window. This window considers
the arrival LED time spread and the typical size of PMTsignal, which is around 150 ns. This interval ensures
that all the PMT signal is considered. A further precaution is taken for the area calculation. To account
for the systematic error on the integration window due to the position of the LED signal, which can slightly
change, the final result is the average of 6 values, where the right integration limit is two samples wider
for each window. Fig.5.3 shows waveforms from PMT calibration data taking and the different windows
used in the LED calibration plugin.

The PMT calibration was performed each Friday at 3 p.m. (CEST) by the LNGS shifters. The calibration
is done via an automatic script provided by the slow control infrastructures. The script sets the run data-
taking mode, as well as the pulse generator for the different analyses, and initializes the calibration. The
data processing, the data uploading into the database, and into the computing facility used for the analysis

1A plugin is an algorithm that adds functionality to the software. It processes some information given back new one. Without
altering the features prior to processing.
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Figure 5.2: Two-dimensional histogram of LED arrival time per PMT. The y-axis shows the ADC sample at which
the LED light arrives, and the x-axis shows the PMT number. The vertical white lines are in correspondence with the
turned-off PMTs. The dashed red line represents the division between the PMTs of the top and bottom arrays.
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Figure 5.3: Example of PMTwaveforms during the calibration. The light blue region is used to evaluate the baseline,
while the red region is used for the signal characterization: charge integration and pulse amplitude. The shaded red
regions represent the six right integration limits for signal area computation.

in XENONnT (e.g., the University of Chicago serversMidway [246]) are automatized. A cron job, running on
Midway, analyzes the PMT calibration data and saves the results into a database used for bookkeeping.
On top of that, the summary of calibration results is sent to the XENONnT slack workspace to facilitate
the monitoring.
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5.1.3 The gain calculation

Knowing how much charge corresponds to one PE, namely the gain, is the first step of the detector en-
ergy calibration. From the gain, the charge-to-photoelectron conversion factor is computed for each PMTs
such that their output signals can be combined. Therefore, a PMT response requires a periodical calibra-
tion, typically relative to the mean of the charge distribution corresponding to an SPE. In lieu of the more
common single PE fitting with a Gaussian or more complicated function, in the XENON experiment the
gain is extracted using themodel-independent method [234]. This method is based on a simple statistical
interpretation, avoiding any analytical approximations of the PMT response.

For a given light intensity shining into the PMT, the number of PEs produced is described by Poisson
statistics. In the context of themodel-independentmethod, themean number of PEs produced per number
of incident photons at each DAQ trigger is called occupancy (λ), expressed in units of PE/trigger. The total
area spectrum can be written as the sum of the nth PE spectrum times its probability P(n|λ). Given the
linear response of a PMT, the nth PE component is an n-times repeated convolution of the SPE spectrum
with itself. Therefore, the mean of PMT response is simply the λ times the mean of the SPE spectrum. A
similar conclusion can be drawn for the variance. Nevertheless, the PMT noise, e.g., dark count, is always
present, even if the PMT is illuminated. Hence, the noise contribution must be subtracted to extract the
true SPE mean and variance. Noise B and signal T are independent, and their mean E and the variance
V are additive. Eq.5.1 shows how the single PE (represented by the letter ψ) calibration parameters are
computed. The complete derivation can be found in the original pubblication [234]:

E[ψ] = E[T] − E[B]
λ

V[ψ] = V[T] − V[B]
λ

− E2 [ψ]
(5.1)

This method is robust up to O(10 PE), unlike the fitting method. In addition to this, the lack of understand-
ing of the under-amplified component discussed in section 4.1.2 introduces a bias in the fitting method.
The fitting result depends on which model is used to describe the PMT response and how the model
accounts for the under-amplified events.

The occupancy λ is the only not trivial parameter to derive. It can be computed from the number of
eventswith 0 photon-induced PEsN0 (P(0|λ) = e−λ, then λ = −ln

(
P(0|λ)

)
) and the total number of events N:

λ = −ln
(
N0/N

)
. There are several ways to estimate N0. In XENON, it is derived by comparing the counts of

the LED-on area spectrum (AS) and LED-off area spectrum (AB) below a certain threshold, where no LED-
induce signals are expected. Fixing the total number of events N in both LED-on and LED-off spectrum,
and given that in the LED-off data no LED-induce signals are present, the proportion in Eq.5.2a is valid,
and N0 can be derived. Thus, the λ and its error can be estimated following Eq.5.2b and Eq.5.2c, where f
is AB/N.

AB : N = AS : N0 (5.2a)

λ = −ln
(AS
AB

)
(5.2b)

δλ =
eλ + 1 − 2f

f N
(5.2c)
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The original paper [234] shows that the systematic error δλ is minimal for λ ∼ 2 PE/trigger. To have this
condition for all the PMT, and given the size of XENONnT TPC, three different LED settings are required.
Those are called light levels. An example of XENONnT LED-off and LED-on area spectra, with different λ,
is shown in Fig.5.4.
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Figure 5.4: Example of PMT integrated charge spectra with different light settings, thus different occupancies. The
LED-off spectrum is shown in blue.

The occupancy is then computed for several thresholds, but always in a region without expected
photon-induced events. This region corresponds to the negative side of the 0 PE peak, also called the
pedestal. The estimated λ is the first value with a relative error smaller than 2 %. The error is computed
following the original paper [234]. Fig.5.5 shows an example of λ as a function of the threshold. The trend
approaches a plateau where the relative error requirement is fulfilled.

Once the occupancy λ is estimated, the mean of the SPE spectrum is calculated using Eq.5.1. The
statistical uncertainty is estimated using the derivation in [234]. The systematic uncertainty due to the
occupancy is also considered, and the total error is the sum in quadrature of the two uncertainties as:

δE[ψ]stat =
λ
(
E2 [ψ] + V[ψ]

)
+ 2V[B]

N λ2
+
E2 [ψ]

(
eλ + 1 − 2f

)
f N λ2

δE[ψ]sys =
(
E[T] − E[B]

)
× δλ
λ2

(5.3)

The single PE mean gives the amplification, or gain (G), of one PE through the dynodes chain. Knowing G,
the PMT output can be translated into PE number. This conversion factor is computed as follows:

G =
E[ψ] Ξ
Z A e−

(5.4)
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Figure 5.5: Occupancy as a function of integrated charge threshold. The estimated occupancy that fulfills the
relative error requirement is shown in black.

whereΞ is the digitizer dynamic range in theADC (2.25V for 14-bit CAENv1724), Z is the impedance input to
the digitizer (50Ω for themodel used in the experiment), A is the amplification before the digitizers (which
in XENON is ×10), and e− is the electron charge in Coulomb. Typical E[ψ] in XENONnT PMT operating at
−1.5 kV is of O(100 count × samples), equivalent to O(106) signal amplification.

5.1.4 The SPE acceptance calculation

The SPE acceptance defines the fraction of 1 PE acquired for a given digitizer threshold. It is a fundamental
parameter for setting the self-trigger threshold in the data acquisition pipeline. The self-trigger threshold
is the first hardware cut placed on the data. It acts on the amplitude of the PMT signal, and it defines
whether a signal is recorded or not.

The method used for computing the SPE acceptance is inherited from XENON1T [247]. It is based on
a noise-subtracted amplitude spectrum obtained by the difference between LED-on the LED-off amplitude
spectra. The SPE acceptance, as a function of the ADC threshold, is defined by the Eq.5.5, where ni is the
counts in the ith bin, in ADC, of the noise-subtracted amplitude spectrum. Knowing the single PE accep-
tance at the self-trigger threshold, typical 15 ADC, is fundamental for evaluating the detection efficiency
properly:

SPEacc(ADC) = 1 −
∑ADCthr

0 ni∑
∞ ni

. (5.5)

The calibration data used for this analysis share the same DAQ configuration with the gain calibration.
Thus, the signal amplitudes are extracted from the same timewindowdiscussed in section 5.1.2. However,
the illumination is very different. For the SPE acceptance, a low λ is required. Otherwise, the presence
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of events larger than 1 PE (called many-PE events here) would distort the result. In XENONnT, a λ ∼
0.2 ÷ 0.3 PE/trigger is used for the SPE acceptance calibration. Having in mind the Poisson probability
mass function, such occupancies lead to P(n ≥ 2|λ) = 1−P(n < 2|λ) = 1 + e−λ(1 + λ) ∼ 1÷ 3% events with
integrated charge > 1 PE.

Although small, the fraction of many-PEs is considered in the calculation of SPE acceptance. The
data-driven SPE acceptance can be written as the true SPE acceptance ε1 PE plus the many-PEs accep-
tance ε≥2 PE, both multiplied by their Poisson probability coefficient. Hence, the ε1 PE can be computed by
inverting the Eq.5.6a and assuming 100% acceptance for the many-PEs term:

SPEacc = ε1 PE × P(1 PE|λ) + ε≥2 PE × P(≥ 2 PE|λ) (5.6a)

ε1 PE =
SPEacc −

1︷ ︸︸ ︷
ε≥2 PE × P(≥ 2 PE|λ)
P(1 PE|λ) . (5.6b)

The noise subtraction is meant to remove the 0 PE events. However, the LED-off spectrum requires
a correction before the subtraction since the two datasets do not have the same normalization. In other
words, the occupancy is different. Assuming that no real SPE signals have amplitude less than a given
ADC counts t, the correction factor c is such that the integral of the LED-on and LED-off spectrum is the
same below t. The SPE acceptance is computed for 3 different correction factors (t) as follows:

c(t) =
∑t

i=0 n
LED−on
i∑t

i=0 n
LED−off
i

, (5.7)

where t varies from 4 ADC to 6 ADC. This helps to evaluate possible systematic due to the spectra sub-
traction. Given the linearity between amplitude and integrated charge in the PMT response, the correction
factor is nothing more than the occupancy seen from another perspective. Fig.5.6 shows the steps to
calculate the SPE acceptance. The noise-subtracted spectrum is roughly Gaussian but deviates at low
amplitudes due to under-amplified PEs.

The SPE acceptance is fundamental to evaluate the detection efficiency. Given nphd detected photons,
the probability of producing nh hits above the self-trigger is the SPE acceptance. Then, the SPE acceptance
is an input for the binomial process P(nh|nphd, p) that describes the photon detection:

P(nh |nphd, p) =
(
nphd
nh

)
pnh (1 − p)nh−nphd (5.8)

5.1.5 Important remarks

Being the first step of energy reconstruction, the PMT performances must be well understood. The re-
liable XENONnT light calibration system allowed for quick and high-statistics PMT performance charac-
terization, from which the main PMT parameters are derived. As shown in the next sections, the PMT
performance time evolution is essential for interpreting the physics data correctly. The flexibility and au-
tomation of the PMT’s weekly calibration and data processing made it possible to alleviate the analyst’s
workload and focus energy on data analysis. Lastly, unlike the more classic fitting approach, the model-
independent method utilized to derive the PMT gain and SPE acceptance proved to be stable, yielding
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Figure 5.6: Representation of themethod used in XENONnT for calculating the SPE acceptance. (a) The SPE accep-
tance calibration data are shown: LED-off (blue) and LED-on (red) amplitude spectrum. (b) The LED-off spectrum is
scaled to match the LED-on pedestal. Then, the SPE spectrum is obtained by the subtraction of these two. (c) The
derived noise-subtracted LED spectrum, interpreted as the SPE spectrum, is shown. The black solid line shows the
SPE acceptance as a function of the signal amplitude.

consistent results, although the conditions of the TPC changed over time: from vacuum to liquid xenon.
This will be emphasized in the following sections. Given the high number of photosensors (494) this was
essential. In particular, for the gain estimation, a stable, solid, and fast analysis was mandatory to provide
XENON analysts with reliable physics data.

In the following sections, the characterizations of the PMT during the various commissioning stages
are discussed in detail. The performance of gain and SPE acceptance during the first XENONnT science
data acquisition is then presented.
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5.2 PMT commissioning phase
Aspreviously said in the introduction to this chapter, more than one year passed from the cryostat’s closing
until the beginning of the science data taking. During this time, three main commissioning periods can
be identified: the outgassing and nitrogen phase, the TPC cooling and liquid xenon filling phase, and the
detector optimization phase.

The first phase was used to troubleshoot the cabling and verify the status of the photosensors as
well as the PMT calibration system. The second period was utilized to characterize and study the PMT
performances. The PMT characterization results were then employed in the last period to optimize the
working condition in view of the science data-taking mode. This section outlines the main operations and
analysis performed on the PMTs during the XENONnT commissioning phases.

5.2.1 Outgassing and nitrogen phase

While the last operations for closing the cryostat were ongoing, the PMT cabling was completed. The
cabling scheme was introduced and explained in section 4.3.1. Its schematic is represented in Fig.4.12.
Signal cabling was reasonably simple, while high-voltage cabling presented some complications. First,
the pins in Radiall connector[239] were not held tightly, and often their position had to be fixed by opening
the connector and pulling out the pins. Second, some filter box connectors were slightly damaged and
needed repair.

Before tightening the outer cryostat, as soon as the TPC was light tight, the PMT high-voltages were
ramped up one by one to −1.3 kV, and the PMT signals were inspected with an oscilloscope. This helped
to debug the slow control and to find any problematic PMTs. During these tests, the 9 PMT did not work.
For six of them, the problem was with the pin of the Radiall connectors, either in the cable connector
or in the filter box. A picture during the operation on the Radiall connectors is shown in Fig.5.7. These
PMTs were successfully recovered. PMT 354 and 386 did not show any electrical contact between the
ground and the signal. This was caused by damage to the PMT base connection, which was impossible to
solve. The last PMT, 427, could not be ramped above −1.1 kV, probably because of damage to the vacuum
sealing. In addition, the pin on the Radial connector corresponding to PMT 185 was damaged to the point
that the entire Radiall connector had to be changed. In conclusion, all the problems related to the Radiall
connector were solved.

While checking the PMT signals with the oscilloscope, it was realized that the PMTs in sectors 6 and
10 were inverted and mirrored, respectively (see Fig.4.14 for reference). This was further proved during
the detector commissioning and fixed from the software side by re-mapping the digitizers.

After the TPC was sealed, the optical fibers and the automatic script for PMT calibration were tested.
Several PMTswere connected to the oscilloscopewhile turning on andoff the LEDs. All four LEDs available
wereworking. A picture of the oscilloscope during this operation is shown in Fig.5.7. There, it is possible to
see the PMT signals corresponding to the LED light. The debugging of the PMT calibration script pointed
to a missing NIM/TTL converter module between the DAQ trigger and the pulse generator, which was
installed immediately afterwards.

Around the beginning of April, the PMTs were ramped to different voltages throughout the TPC evac-
uation period and monitored over time. No significant PMT-related issues were observed during this time
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besides for PMT 362, which could not operate stably above −1.4 kV. This outgassing period helped study
the noise condition and perform the so-called noise hunting. Thanks to a mobile setup equipped with an
antenna and connected to the oscilloscope, it was possible to investigate each active component in the
DAQ room, which could produce noise in the PMT readout. In addition, dedicated noise runs consisting
of individual externally triggered 500 μs waveforms were acquired. The noise amplitude, its root mean
square (RMS), and the noise power spectrum for each PMT were analyzed [248]. The overall noise con-
dition was already quite good. However, a few PMTs had slightly bigger baseline fluctuation: PMT 453
was particularly noisy with a baseline RMS of ∼ 4 ADC counts, whereas the average was a factor ∼ 2
smaller [248]. The source of this noise was investigated by plugging these PMTs and the antenna output
into an oscilloscope. The antenna was brought close to active components in the DAQ room, e.g., the
power supply, to verify if it was the source of the noise. In a positive case, the same frequency pattern
observed in the PMTs baseline would have also appeared in the oscilloscope channel of the antenna. No
correlation was observed between the noisy PMTs and the DAQ room instrumentation. Therefore, no ac-
tions were taken. However, the noise condition did not adversely affect the data quality and performance
of these PMTs, as shown in the section 5.3.1 by the high SPE acceptance obtained in SR0.

After the noise hunting campaign, the weekly PMT calibration for gain, SPE acceptance, and APs rates
started. The vacuum pumps worked almost uninterruptedly until July 2020, except for two periods where
the TPC was filled with nitrogen gas for radon emanation measurements.

(a) (b)

Figure 5.7: (a) Multi-pin connectors manufactured by Radiall are used for high-voltage cables. Here it can be seen
that some d-sub pins are slightly pushed inward. Nearly 70% of the problems found in defective PMTs during the
first commissioning phasewas due to Radiall connectors. (b) PMT signals were observed at the oscilloscope during
the LED test before sealing the inner cryostat.

5.2.2 Cooling and xenon filling phase

In June 2020, the TPC vacuum was broken by the first warm xenon gas in the detector. The test of elec-
trodes began and continued during the cooling period. The TPC was ready for the liquid xenon phase only
at the end of August 2020. In the meantime, the neutron veto was assembled, and the external calibration
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infrastructures were arranged around the outer cryostat. During the cool down, the PMT gains were moni-
tored. Rather than for PMT response characterization, themonitoring was useful for following the stability
of the detector during several ongoing operations. During the XENON1T testing campaign, a correlation
was observed between the PMT gain and the temperature of the xenon. First, O(10 %) gain increases
during the cooling, followed by O(1 %) decreasing after the liquid xenon filling. Then, the gain stabilized
with the stabilization of the thermodynamic condition [216]. A similar gain increase was observed at the
beginning of the XENONnT cooling phase, as shown in Fig.5.8 for a few random PMTs. However, the sub-
sequent decrease shown in Fig.5.8 was not due to the temperature but to the change in the PMT applied
voltages, as shown by the top panel. Furthermore, the lack of calibrations in September 2020 does not
help to study the correlation. Due to the neutron veto operation around the cryostat, it was decided to turn
off the PMTs during September.
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Figure 5.8: Evolution of the gain for 5 random XENONnT PMTs in the first part of the commissioning phase. The
black solid line shows the xenon temperature in the cryostat over time. The onset of the cooling phase at the end of
August correlates with the increase in earnings. Nothing can be said afterward due to the lack of calibrations during
September. Moreover, the top panel showed that the PMT high voltage settings were changedwhen the liquid xenon
filling started.

The filling lasted almost four months, and in November, the 8.6 tonnes of liquid xenon were accom-
modated in the TPC. Even though the water tank was still open, the detector characterization began. The
PMTs were turned on, and different electric field configurations were tested. Since there was no water to
shield the detector, the interaction rate of events was expected to be significantly high. As a precaution,
the PMTs were not continuously turned on to avoid damage from the high illumination.

During an electrode test, while ramping up the cathode from −11.5 kV to −12 kV, a burst on the event
rate was observed, and immediately after, the DAQ crashed. From this point on, the resistance between
the cathode and the bottom screening electrode was almost zero, suggesting a short between these. The
physical connection of the two electrodes is probably due to a broken wire from the cathode touching the
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electrode below. This event determined the low electric field (∼ 23 V/cm) used during the SR0 since the
cathode was no longer stable above ∼ 3 kV. The PMTs were not damaged by this event, and their perfor-
mances, according to the subsequent PMT calibrations, did not change. Eventually, the water tank was
closed in December and filled with deionized water. Later, at the beginning of the 2021, the optimization
of the performances started.

During this period, two major PMT characterizations were performed. As soon as the thermodynamic
conditions and the liquid level were stable, the light levels for SPE acceptance, gain, and AP data-taking
were optimized. Given that not all 24 fibers were usable, several light levels were necessary to fulfill the
occupancy requirement for the calibrations. Only the settings adopted for the gain and SPE acceptance
calibration are shown here. Both required three settings for the pulse generator, with gradually larger
values of LED input voltages. The objective was to reach a uniform light distribution within the PMT
arrays. The voltages are 5.8 V, 6.95 V, 7.3 V for gain calibration, and 4.1 V, 4.3 V, 4.4 V for SPE acceptance
calibration. Considering the LED-off runs, the required runs are four for both calibrations. The estimated
occupancies for these light levels are shown in Fig.5.9. The data refers to July 7th, 2021.

At this point in the commissioning phase, the characteristic gain curve was derived for every PMT as a
function of the supply voltage. The gains were calculated for seven calibration runs with the high voltage
varying from −1200 V to −1500 V in 50 V steps. This measurement, called HV-scan, was already con-
ducted during the vacuum phase. This analysis aimed to derive the a and k parameters of the gain model
presented in section 4.1.1 for all the PMTs. At the point of the HV-scan, not all the PMTs were on. The list
of omitted PMTs is: 156, 164, 260 (bias only up to −1250 V), 352, 354, 362, 386, 393, and 427. More infor-
mation will be provided in section 5.2.3. The parameters were extracted with the least-squared fit method,
and the χ2 goodness-of-fit test was used to evaluate the quality of the outcomes. The fit results of ∼ 3%
of the 485 working PMTs were not optimal. Given the low percentage, the reasons were not thoroughly
investigated. Fig.5.10 shows the average gain characteristic curve for the XENONnT PMTs, whereas the
distribution of k for the two HV-scan is shown in Fig.5.11; the results agree with each other. The parameter
k defines the steepness of the gain curve, which does not dependent on the PMT surrounding condition. In
contrast, the parameter a defines the absolute signal amplification and, as shown in Fig.5.8, is correlated
with the temperature condition where PMT operates. Since the two HV scans were taken in different TPC
temperature conditions, the parameters a were not compared.

Not only were the gains studied during the HV-scan, but also the single PE features, such as the ac-
ceptance and the resolution. The SPE acceptance at 15 ADC counts was computed for each high voltage
step using the method described in section 5.1.4. The SPE acceptance as a function of the gain is shown
in Fig.5.12: at ∼ 2 × 106 signal amplification, the SPE acceptance at 15 ADC is above 90% on average.

For the SPE resolution, instead of the model-independent approach, the 1 PE means and the variances
were extracted by fitting the SPE area spectrum with the model described in [249]. The fitting approach
is used to easily compare the results to the testing campaign results [213]. In Fig.5.13 the SPE resolution,
defined as σSPE/μSPE, as a function of the gain is shown. The SPE resolution obtained during the testing
campaign is shown with black crosses. The values estimated in this work are slightly higher than the test-
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(a)

(b)

Figure 5.9: Estimated occupancy λ for the gain calibration runs (a) and SPE acceptance runs (b) during SR0. Three
LED voltages are necessary for gain and SPE acceptance for having an average occupancy ∼ 2 PE/trigger and ∼ 0.4
PE/trigger, respectively. The PMTs in gray were off when these data were acquired.

ing campaign results. However, it should be mentioned that all XENONnT PMTs were considered in this
work, while the SPE resolution of the test campaign was estimated using a subset of new PMTs. Hence,
a difference was expected. The results agree with each other even after ∼ 2 years. This demonstrates
the stability and reliability over time at cryogenic temperatures of these photosensors.

The HV-scan results are not an end in themselves. In the following sections, it will be shown that the
PMT features, as a function of the voltage supplied, were used to identify the optimal condition for each
PMT to maximize the detector performance during science data taking.
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Figure 5.12: With the color map, the two-dimensional
histogram of SPE acceptance as a function of the PMT
gain is shown. The red crosses represent the mean and
the standard deviation for each gain bin.
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5.2.3 Performances optimization for science run 0

The detector commissioning ended in May 2021. During the first part of the year, the detector condition
was optimized in view of the first science run data taking of XENONnT. During this time, the liquid xenon
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was purified using Q5 filters (see section 3.3.3), which allowed it to reach an unprecedented electron life-
time of ∼ 20ms (max drift time in SR0 ∼ 2.2 μs). The downside is that the Q5 filters have a high radon em-
anation rate. Therefore, a long radon distillation campaign began after the purification, and the filter was
exchanged. At the same time, the detector responsewas characterized. The electron extraction efficiency
was optimized by finding the optimal liquid level [187]. In addition, the power supplied to the topmost ring
of the field cage, which by design is independent of the rest, was optimized to find an optimal potential
drop between consecutive field-shaping elements that would minimize field inhomogeneity [250].

Of the several optimization studies, the PMTs’ working voltages were also investigated. The optimiza-
tion was performed by taking the following steps:

• A dedicated PMT noise analysis was performed. It consists of studying the PMT baselines using
DAQ trigger data with a long acquisition window to be sensitive to low-frequency noise. The median
and the standard deviation of PMT baselines were investigated in depth. Actions were foreseen for
PMTs particularly noisy, but none of the analyzed ones raised concern. An exception was PMT 405,
which had intense noise fluctuations. Therefore, it was removed from the final SR0 PMTs list. The
bottom PMT array was noisier, with several outliers, as shown by the pedestal RMS distribution in
Fig.5.14. The different noise condition of the two arrays is probably due to the different HV boards
used to supply the voltages. Furthermore, the length of the top and bottom HV cables is different,
which could play a role. The outcome of this study was used as input to decide on the digitizer
self-trigger thresholds.

• The results of the HV-scan presented in section 5.2.2 were used to align the PMT gains to ∼ 2× 106.
A limit was set to the maximum HV for a given PMT to avoid any aging problems due to the high
voltage. We aimed to limit the maximum HV to not more than −1.4 kV. With this condition, the SPE
acceptances at 15 ADC counts were analyzed. The objective was to have an overall acceptance
above 90 %. This required raising the high voltage of ∼ 100 PMTs above the limit. The resulting
HV map is shown in Fig.5.15, and the SPE acceptances at 15 ADC counts are shown in Fig.5.16.
Ultimately, only 27 PMTs required a high voltage of −1.5 kV. After this operation, the noise analysis
was repeated without showing any relevant difference.

• The afterpulses rate with the HV configuration shown in Fig.5.15 was analyzed to identify any ab-
solute increase: The new HV configuration did not result in any increase in the AP rate. The time
evolutions of the AP rateswere also considered for the final PMTs list. SomePMTs showed the pres-
ence of xenon, as well as argon, afterpulses. For the majority, the rate was stable and below 0.1%.
PMT 177 showed a large and growing xenon leakage. The main problems, however, came from ni-
trogen APs. In total, 10 PMTs were excluded from the SR0 PMT list due to increasing nitrogen APs,
probably due to the failure of the PMT getter.

Eventually, the results from the noise analysis and the absolute trigger rate during regular data taking
were used for setting the digitizer threshold for each PMTs. As explained previously, the noise conditions
were acceptable, and only a few PMTs required a threshold greater than 15 ADC counts. Tab.5.1 summa-
rizes the SR0 self-trigger threshold. Furthermore, three additional PMTs were excluded: PMT 28 showed
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Figure 5.14: Root-mean-square of noise pedestal fro each PMT. In blue are shown the top array PMTs, whereas in
red are displayed the bottom array PMTs. The data are extracted using dedicated noise runs as described in the
text. The data can be taken as a reference of noise condition for SR0.

Figure 5.15: XENONnT PMT voltage setting used in SR0. The PMTs in gray are the sensors excluded from the
science run.

an unstable gain, whereas PMTs 338 and 362 suffered from light emission. In total, 17 PMTs were omitted
from the SR0 PMT list. The PMT numbers and their problems are summarized in Tab.5.2. Finally, Fig.5.17
shows the gain distribution at the beginning of the first science run. The PMTs in gray are the sensors
excluded from the final list.

PMTs 387 402 404 434 448 453 471 The rest

ADC threshold 20 19 19 20 20 30 20 15

Table 5.1: Self-trigger threshold configuration for XENONnT SR0.
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Figure 5.16: Distribution of SPE acceptance at 15 ADC. The data can be taken as a reference for SR0. The PMTs in
gray are the sensors excluded from the science run.

Problems Xe AP N2 AP Light
emission

Unstable
gain

High
noise

Cables
problem

PMT numbers 177 121, 156, 164,
291, 313, 350,
352, 393, 427,

461

338, 362 28 405 354, 386

Table 5.2: PMTs excluded from XENONnT SR0 PMT list. Organized according to the problem.

Figure 5.17: XENONnT PMT gain distribution. The data can be taken as a reference for SR0. The PMTs in gray are
the sensors excluded from the science run.
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5.3 Performance of the PMTs during the first science run
Once the science data taking started in May 2021, the PMTs configurations were frozen until it ended in
December 2021. During all data taking period the PMTs were calibrated every Friday: the noise condi-
tion was evaluated, the gain estimated, the SPE acceptance monitored, and the AP rate measured. The
main objective of the weekly calibration was to understand the time behavior of the PMT response and
propagate it through the analysis pipeline. Often, more than one calibration per week, even per day, was
performed, especially during the deployment of calibration sources, such as 220Rn and 241AmBe. One
period was excluded from the time behavior study. On June 16th and 17th, the DAQ room temperature in
the service building increased due to an air conditioning failure. The digitizers were unreliable during this
period, thus it was chosen to remove the results of the corresponding calibrations.

In this section, the gain and SPE acceptance performances throughout SR0 are discussed. Further-
more, the derived PMT response model necessary for the detector response simulation is presented.

5.3.1 Time monitoring of PMT performances

The PMTs omitted from the analysis have been shown in Tab.5.2. Besides the PMTs that were physically
off2, the other PMTs were omitted on the software side. The PMTs list was updated at the end of SR0,
according to the time evolution of the PMT performances. Only the worst PMTs were omitted, but many
others showed a non-constant gain trend over time. This time-dependence behavior required careful mod-
eling to ensure that no bias was propagated on the data processing side.

Gain changes, at constant power supply, can be caused by different phenomena. For example, aging or
decreasing gain of PMTs after high illumination. In XENONnT, there is no aim for a theoretical description
of the time evolution, but rather an effective characterization based on a custom dynamic Savitzky-Golay
filter to smooth the gain trend over time is used. Eventually, the gain model of a PMT is the average over
the monitoring period unless any fluctuations larger than an empirical threshold (2.5%) are present. The
timemodel of the gain can also account for the change of voltages, which was never the case in SR0. Out
of 485 PMTs used in SR0, only the gain model of 24 PMTs was not averaged out3. In Fig.5.18 is shown
the weekly gain calibration results for 3 random PMTs and, in grey, their SR0 time model of the gain. One
of the three PMTs, 255, is an example of a not averaged gain model.

The SPE acceptance was also monitored throughout the SR0. On average, both top and bottom PMT
arrays had an SPE acceptance above 90 % at 15 ADC counts and, most importantly, stable throughout
the science run data taking, as shown in Fig.5.19. Rather than the acceptance at 15 ADC counts, knowing
the acceptance at the self-trigger threshold is more important. As explained in section 5.1.4, the SPE
acceptance also includes the contribution of events larger than 1 PE. Therefore, it must be corrected to
derive the true SPEacceptance. Given the stability of thePMTperformances, the final true SPEacceptance
at the self-trigger threshold was computed considering one calibration (June 3rd, 2021). Finally, knowing
the occupancy λ for the SPE calibration run, the true SPE acceptance ε1PE can be computed from Eq.5.6.
The Fig.5.20 shows ε1 PE for all SR0 PMTs.

2The PMT physically off during SR0 were: 156, 164, 177, 352, 354, 362, 386, 393, and 427
3The PMTs with a not averaged gain model over time in SR0 are: 3, 5, 12, 33, 55, 61, 127, 152, 163, 175, 198, 255, 266, 288, 296,

299, 302, 326, 341, 351, 378, 390, 453, and 466
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Figure 5.18: Example of time evolution of PMT gain during SR0 for 3 random PMTs. The commissioning period
shown by the grey area is not considered for the modeling. the horizontal solid lines represent the average gain over
the full SR0, and the dashed horizontal lines show the ±2.5 % variation of the average gain. The gain models used
for data processing are shown with the gray solid lines. PMT 255 is an example of a not averaged gain model due
to the fluctuations above 2.5 %.

Figure 5.19: The color map shows the distribution of PMTs SPE acceptances at 15 ADC during SR0. The red dots
show the SPE acceptance means for each time bin. The commissioning period shown in grey is not considered.

On average, the top PMT array ε1 PE was (91.49±0.09) %, while for the bottom PMT array was (90.98±
0.17) %. The difference between the two arrays is due to the higher average self-trigger threshold for the
bottom PMT array, which reflects its slightly worse noise condition.
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Figure 5.20: Distribution of true SPE acceptance ε1 PE at the DAQ self-trigger threshold. The data can be taken as a
reference for SR0. The PMTs in gray are the sensors excluded from the science run: either they were physically off,
or they were excluded by software (see the text).

5.3.2 SPE shape

One last piece of information is extracted from the SPE acceptance calibration runs, namely the SPE
charge spectrum. The shape of SPE charge spectrum is required for a full detector response simulation,
which starts from the energy deposition up to the S1 and S2 signals generation. The probability distribution
function (pdf) of the single PE area spectrum is derived from a dedicated SPE acceptance calibration with
even lower illumination and higher statistics compared to normal SPE acceptance data taking mode. The
SPE pdf was derived for all the XENONnT PMTs and used into the so-called WFsim [251], the XENONnT
software for realistic (S1, S2) simulation. Additional information on the XENONnT simulation framework
will be presented in section 6.5. The following paragraphs discuss the derivation of the SPE pdf.

A 10 min SPE acceptance calibration with particularly low illumination was performed. The unusual
length of the data taking ensured 106 events, two orders of magnitude higher than the regular SPE cali-
bration. The low illumination was such that the mean occupancy was ∼ 0.04 PE/trigger, restricting the
contribution of > 1 PE events below 0.3%. Like for the SPE resolution discussed in section 5.2.2, the pdf
was extracted by fitting the PMT output with the model described in [249].

In the paper [249], an analytical expression for the shape of the charge spectrum is derived for every PE
contribution as a weighted (w) sum of the normal distribution (N) pdf, for the multiplication process, and
the exponentially modified Gaussian (EMG) pdf for the background events, e.g., dark counts. Moreover,
each term is scaled with the Poisson term (P) given the estimated occupancy λ. The full expression is:

f(x) = P(0; λ)
( (
1 − w

)
N
(
x; μ0, σ0

)
+ wEMG

(
x; μ0, σ0, c0

) )
+ P(1; λ)

( (
1 − w

)
N
(
x; μ1 + μ0,

√
σ2 + σ20

)
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(
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√
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2
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2
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)
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(
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2
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) ) (5.9)
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The pedestal contribution (k=0), the 1 PE peak (k=1), and the multi-PE contribution are separate for conve-
nience. Here, the same syntax as the original paper is used. Hence, x is the PMT charge output, μ0 and σ0
are the pedestal mean charge and its width, while μ1 and σ1 are for the PE induce events, and c0 governs
the exponential tail in noise processes.
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Figure 5.21: Example of PMT charge spectrum fit using the model described in Eq.5.9. The fit results are collected
in the legend. Each PE component is represented. The 0 PE, 1 PE, and 2 PE components are shown in red, orange,
and yellow, respectively. The Solid lines represent the normal distribution (N), whereas the exponentially modified
Gaussian (EMG) is displayed with dashed lines. The top panel shows the residuals in units of σ. The green and
yellow bands show the 1σ and 2σ regions, respectively.

The procedure for extracting the SPE charge pdf consists of several steps, which are summarized
below.

1. The parameters in Eq.5.9 are extracted by the maximum binned likelihood fit of the PMT area spec-
trum. Reasonable input and fit constraints can be derived from the LED-off and LED-on spectra
features. Fiq.5.21 shows an example of the fit result. The fitted values are used as input for step 3.

2. The objective is to extract the SPE charge pdf. Hence, the LED-on is manipulated to obtain the SPE
charge spectrum. Themanipulation consists of subtracting the spectrum of the LED-off from that of
the LED-on after scaling them so that the pedestals coincide. Next, the low-charge region is smooth
using a Savitzky-Golay filter. This procedure is summarized in Fiq.5.22.

3. Even though the original paper [249] does not discuss any under-amplified processes, it was de-
cided to include this component in the exponential modified Gaussian. This choice provides a good
analytical description of the noise-subtracted SPE charge spectrum. Therefore, three scaling pa-
rameters are used to match the noise-subtracted SPE charge with the sum of pedestal EMG and the
entires 1 PE and multi-PE contributions. An example of the scaling is shown in Fiq.5.23.
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4. The pedestal EMG plus the entire 1 PE contribution after the scaling is used as SPE pdf. Since the
PMT noise is simulated separately in the WFsim software, the μ0 and σ0 were factored out from the
pdf. Theoretically, if the SPE description is correct, the mean of the pdf should equal 1 PE. However,
a difference of O(±1%) was observed formany PMTs, although consistent with 1 PE considering the
uncertainty of fit. To avoid propagating this bias into S1 and S2 simulated signals, the SPE charge
pdf is scaled such that themean is equal to 1 PE. The averaged XENONnT SPE charge pdfs is shown
in Fiq.5.24.
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Figure 5.22: Procedure to derive the SPE charge spectrum from the calibration data. (a) The LED-off (blue) and
LED-on (red) SPE charge spectra are shown already with the scaling applied to LED-off spectrum matching the two
pedestals. (b) The scaled LED-off spectrum is subtracted from the LED-on, and the noise-subtracted spectrum is
derived. The latter one is shown in yellow. Then, the low charge region is smooth for reducing the fluctuation. The
smoothed noise-subtracted spectrum is displayed in green. (c) The derived SPE charge spectrum is shown, together
with its uncertainty computed from the Poisson fluctuations of LED-on and LED-off.
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Figure 5.23: Example of fit of SPE charge spectrum. The results of the scaling parameters are collected in the
legend. The red lines represent the SPE charge pdf, while the yellow one represents the 2 PE component. The top
panel shows the residuals in units of σ. The green and yellow bands show the 1σ and 2σ regions, respectively.

Figure 5.24: The average SPE charge spectrum pdf for the PMTs of XENONnT’s TPC is shown. The vertical line
indicates the mean of the pdf.
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All the difficulties in extracting the SPE charge pdf lie in the fact that a detailed PMT response model
does not exist, especially evident in describing the low-charge region. Other possible directions were con-
sidered, such as implementing the backscattering process for the under-amplified photoelectron events [252],
but the improvement was not significant. The results obtained here have to be considered as an effective
shape. The model describes the data well, with an average reduced χ2 goodness of fit test of ∼ 1.8. The
SPE pdfs thus obtained were used to produce realistic background and signal templates.
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6
First science run of XENONnT

The first XENONnT science run data taking (SR0) started in May 2021 after the detector commissioning
described in section 5.2, and it lasted until mid-December. During this period, the xenon temperature,
pressure, and liquid level above the gate electrode were stable at (176.8 ± 0.4) K, (1.890 ± 0.004) bar, and
(5.02 ± 0.20) mm, respectively. In section 5.2.3, the PMT operating conditions adopted during SR0 were
shown. The electrical short between the bottom screening electrode and the cathode limited the electric
field configuration. The XENONnT TPC operated with a drift field in the active region of 23 V/cm. With
this configuration, the maximal drift time corresponds to 2.2 ms. Sporadic and localized high rates of
single electron events limited the extraction field intensity through the liquid-gas interface to 2.9 kV/cm.
When these events occurred, the extraction field was turned off, and data acquisition stopped until they
disappeared. The purification and distillation campaign performed during the detector commissioning
allows achieving a 222Rn level of ∼ 1.7 μBq/kg and an electron lifetime of ≥ 10 ms.

Even though the electric fields were far from the design values, the response of the TPC was sufficient
to acquire high-quality science data. The XENONnT collaboration performed low-energy ER and WIMP
analyses with SR0 physics data in a blind manner, withholding analysis of events within the electronic and
nuclear recoil bands below 20 keV until the analysis framework was deemed reliable.

A summary of the SR0 data-taking strategy is presented as a starting point. Following, this chapter
presents the XENONnT analysis pipeline. The data processing and the event correction due to detector
effects are discussed, followed by data selection criteria utilized in low-energy ER analysis and WIMP
search. Then, the TPC energy calibration with scintillation and ionization signals is presented. Next, the
XENONnT simulation framework is outlined, focusing on the points relevant to thismanuscript. The signal
and background modeling is then introduced, together with the characterization of the ER and NR bands.
The results of the SR0 low-energy ER and WIMP analysis are summarized at the end of the chapter.
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6.1 A brief summary of the first XENONnT science run

The physics search dataset was collected from July 6th to November 10th, 2021 with a total livetime of 97.1
days. The rest of SR0 consisted of external or internal calibrations for detector response characterization.

Every twoweeks, a 83mKr sourcewas injected in the xenon volume tomonitor the stability and calibrate
the energy reconstruction and position dependencies in the detector response. The calibration source is
introduced in xenon volume by letting the gas xenon flow through a 83Rb source, which decays to 83mKr
with a half-life of 86.2 days [253]. The 83mKr subsequently decays via emission of 32.1 keV and 9.4 keV
conversion electrons with a half-life of 1.83 hours [254, 255]. The previous experiment demonstrated that
no 83Rb traces are introduced with this design [256, 150].

A 241AmBe source, deployed in different positions around the outer cryostat, was used at the beginning
of the SR0 to characterize the NR response. The 241AmBe source generates neutrons with energies up to
10 MeV via the following nuclear reaction [257]:

241Am → 237Np + α
9Be + α→ n +12 C* + Q(5.704 MeV),

(6.1)

where the α particles, emitted from 241Am, have an average energy of ∼ 5.5 MeV [258, 259]. In addition
to the neutrons, a 4.44 MeV gamma is simultaneously emitted from carbon de-excitation [260]. The coin-
cidence between the gamma in the neutron veto and the neutron in the TPC allows for the selection of a
(almost) pure nuclear recoil dataset, improving the characterization of the NR response. The calibration
system also permits the placement of the 241AmBe source far from the TPC but still inside the neutron
veto, such that the neutrons produced are detected only by neutron veto. This calibration configuration
was adopted in SR0 to evaluate the neutron veto tagging efficiency, equal to ∼ 68% [188].

Two sources were used for ER response characterization, injected in the xenon volume. The calibra-
tion with 220Rn source, which provides a continuous ER spectrum at low energies thanks to its β emitter
daughter 212Pb [261], was performed after the 241AmBe calibration. In addition to the ER band modeling,
this calibration was essential to validate the energy threshold. Moreover, the data from 220Rn source were
extensively used to develop most of the data selection criteria utilized in the analysis [208]. The second
ER calibration source, 37Ar, provides low-energy events of 2.82 keV via (K-shell) electron capture [262]. It
was primarily used to understand further the detector response near the energy threshold [208]. To avoid
unwanted 37Ar contamination in the physics search dataset, the source was injected at the end of the SR0.

The summary of the SR0 livetime acquisition is shown in Fig.6.1. In addition, other operations were
performed, e.g., PMT calibration with LED light. Before the 37Ar injection, a dedicated xenon recirculation
scheme was used where the main water-removal getter was bypassed to increase the water and enhance
the tritiated water concentration inside the xenon target. Tritium might provide an explanation for the
XENON1T low-energy ER excess discussed in section 3.3.4. Therefore, this data-acquisitionmode, tritium-
enhanced (TED), was performed to constrain a possible tritium contamination [208].
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Figure 6.1: XENONnT SR0 WIMP search livetime accumulation. The colored regions represent the different cali-
brations performed during SR0, except for the gray one corresponding to when the detector was not taking data or
when the PMT calibration was performed.

6.2 Data processing pipeline

This section presents the XENONnT processing pipeline, based on strax [244] and straxen [245]. The
software, which take care of data acquisition and first processing, and event building, respectively, have
already been introduced when the PMTs calibration was discussed (see section 5.1.2). The following
section discusses how straxen builts (S1, S2) events from the PMT-hits. Event distortions, resulting from
spatially dependent detector response, are then presented alongwith the correction used tomitigate them.

6.2.1 Event building

There are several steps in the data processing to go from PMT-hits to a fully reconstructed (S1, S2) event.
First, the PMT waveforms in ≥ 700 ns time window are grouped to form peak sub-cluster, peaklets [240].
Peaklets that show saturation1 are corrected at this stage with the same method used in XENON1T [263].

The peaklets are then classified using the number of contributing PMTs, the signal rise time (time to
reach 10% of the peak’s area), and the fraction of the area observed by the top PMTarray (area fraction top,
AFT). S1-like peaks are assumed to consist of only one peaklet, with at least 3 contributing PMTs within
100 ns (3-fold coincidence) and sharp rise time, aswell as lowAFT. Peaks that do not fulfill S1 requirements
and have at least 4 contributing PMTs are classified as S2 peaks. It is also possible that some peaklets do
not fulfill either the S1 or the S2 requirement, e.g., PMT dark counts. In this case, the peaklets are classified
as unknown and are not processed further. Later, S2-like peaks are re-clustered according to the time
intervals between the peaklets. The small drift velocity - equal to (0.676 ± 0.006) mm/μs - challenges S2
merging due to the large drift time and long S2s [240]. The merging and peak classification algorithms
were optimized based on waveform simulations, e.g., the boundary of rise time as a function of AFT for
S1-peak classification.

1In general, a PMT output saturates either when the signal is larger than the dynamic range of the digitizers or when the signal
is larger than the maximal current that the voltage divider board can handle. See section 4.1.1 for more information.
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An (S1, S2) event is then defined by the largest S2 peak2, called triggering peak. This S2 peak should
be > 100 PE and with less than 8 peaks with an area at most 50% of the its total area in a ±100ms window
around its center [240]. The left extension of the event window is 2.45 ms, a little larger than the maximal
drift time, and the right extension is 0.25 ms, with respect to the center of the S2 triggering signal. If the
window contains other S2s bigger than 100 PE, the time windows are combined. Then, the largest S1 in
the window is pairedwith the largest S2 [240]. The straxen event buildingworking principle is summarized
in the diagram in Fig.6.2.
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merging S2s

S2 peaklet S2 peaklet

}
Figure 6.2: The working principle applied in straxen to build (S1, S2) events starting from PMT pulses and passing
through intermediate objects (blue tiles). The main processing steps are reported (grey tiles). Diagram adapted
from [264].

The S2 top array light pattern is fed into three different neural networks (multilayer perceptron, con-
volutional neural network, and graph constrained network [265]), which compute the (x, y) event position
independently. The algorithms are calibrated using simulated data from an optical Monte Carlo simula-
tion [240]. The position from the multilayer perceptron is used in the analysis, while the cross-validation
among the three algorithms is used to improve position reconstruction. Eventually, the central time dif-
ference of S1 and S2 is used to reconstruct the z event position, giving the electron drift velocity. The
waveform of an (S1, S2) event is shown in Fig.6.3, where the insets show the PMT hit patterns of the two
signals.

6.2.2 Event corrections

As seen in section 3.1, the S1 and S2 signals are proportional to the number of photons nγ and the number
of electrons ne, respectively, which originate from particle interaction in the xenon target. However, vari-
ous position-dependant detector effects distort the observed S1 and S2. Therefore, the observed signals
must be corrected for these detector effects before extracting any features, such as position or deposited
energy.

The corrections are mainly derived using 83mKr calibration data. This source can be easily dispersed
uniformly in all detector regions, and its two-step decays provide a clear signature for data selection.
The corrections were continuously validated throughout SR0 thanks to the bi-weekly 83mKr calibration

2Within the event time window, there might be more than one S2 peak, but only the largest one is considered as triggering
signal.
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Figure 6.3: Example of XENONnT (S1, S2) waveform. The S1 is in blue, while the S2 is in red. It is possible to
appreciate the difference in timing and area. The S1 signals are very fast, with a typical size of O(0.1 μs), whereas
the S2s have a time width of O(1 μs). From left to right, the inset plots represent the S1 hit pattern (top and bottom
array), and the S2 top array hit pattern, respectively. While S1 is distributed over both arrays, S2 is localized more in
a few PMTs of the top. Indeed the S2 light distribution in the top array is used to reconstruct the (x, y) event position.
The z position is computed considering drift time, namely the central time difference of the two signals. In this case,
the drift time is ∼ 1154 μs, equivalent to a detector depth of ∼ 78 cm.

campaigns, and their temporal evolution was considered in the data processing. After correcting the
observed signals for the detector effects, stable light and charged yields were achieved in SR0 with fluc-
tuations below 1% and 3.1%, respectively. This section briefly summarizes the signal corrections applied
to XENONnT data.

Position correction

Describing theXENONnTTPCdesign, in section 3.3.1, it has been shown that the uniformity of the drift field
in the active target is ensured by two concentric sets of field shaping rings. Even with these precautions,
the electric field is never completely homogeneous due to edge effects3 and charge accumulation in the
PTFE that distort the field lines [266, 267]. The drift field is bent towards the center of the TPC, producing
a radial inward bias in the reconstructed event position, progressively worse approaching the cathode.
This effect must be correct for, for reliable three-dimensional position reconstruction, which is essential
for position-dependent signal corrections and background suppression.

These distortions are corrected using a data-drivenmap, called field distortion correction (FDC), based
on 83mKr calibration. The FDC stretches the observed radial distribution of 83mKr calibration data so that
its limit matches the TPC dimension. Using voxelized 83mKr data in (robs, ϕobs, zobs) a correction map f

3A TPC is nothing more than a giant capacitor. As with every capacitor, the electric field lines distort at the edges.
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is derived. Subsequently, the correct event depth is obtained using Pythagoras theorem and assuming a
straight trajectory for the drift electrons. Thus, the r and z correction can be expressed as:

rcorr = f (robs;ϕobs; zobs)

zcorr = −
√
z2obs − (rcorr − robs)2,

(6.2)

where the observed and corrected positions are indicated with subscripts ”obs” and ”corr”.
The approach described here is valid if no charge-insensitive volume (CIV) is present. The CIV is a

region in the TPC where the drift field lines do not end up at the gate electrode but instead into the PTFE
panel. Then, no charge signals can be observed from this region. The COMSOL Multiphysics® [268] elec-
tric field simulation in XENONnT suggests that a CIV is present near the cathode [266]. This is confirmed
from data analysis, e.g., spatial distribution analysis of α-decay from 220Rn. The data-driven FDC map
does not include the CIV effect, but the electric field simulation results are fed into simulator software for
consistent signal and background simulation. Hence, if a bias is present in the position reconstruction for
the signals, it would be present also in the simulation. The presence of CIV was used to inform the choice
of the fiducial volume in the final analyses, and its uncertainty is propagated into the estimated fiducial
mass.

In Fig.6.4, the effects of the FDC map on 83mKr calibration data is shown. The estimated CIV is shown
as well defined as the region below the 90% electron survival probability line.
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Figure 6.4: Reconstructed 83mKr events positions without (left) and with field distortion correction (right). The data
distribution iso-percentiles are shown with dashed white lines before and after applying the FDC. In the corrected
position, the 90 % electron survival probability limit is shown in red, derived by electric field simulation [266]. The
charge insensitive region is defined as the area below this line, where the probability of observed charge signal is
below 90 %.

S1 corrections

In section 3.1, it was shown that the amount of photon nγ produced for a given energy deposition E, and
electric field Vfield is described by the photon yield PY = PY(E;Vfield). This is generally different from the
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amount of light detected because not all the photons reach the sensors, and the probability of producing a
detectable signal in the PMTs is not 100%. The probability of detecting a photon depends on the position
in which it was emitted: Different photon trajectories lead to different detection probabilities. Therefore,
the amount of light observed per unit of deposited energy - known as light yield (LY) - carries spatial
dependencies which need to be accounted for in the data processing.

The relative 3-dimensional LY map f(x, y, z), normalized to the average LY, from the 41.5 keV 83mKr
events, was used to correct the light signal in XENONnT. The corrected S1, called cS1, is obtained as
follows:

f(x, y, z) = LY(x, y, z,Vfield, E)
L̂Y

cS1 = S1 × f(x, y, z)
(6.3)

Before extracting the LY, the observed 41.5 keV S1s are manipulated to remove the drift field inhomo-
geneities effects. Since the PY depended on the electric field, the drift field inhomogeneities can also
lead to position-dependent nγ for the same energy deposited. However, the drift field inhomogeneities
have different impacts for different energy deposition (see Fig.3.3). Therefore, this effect needs to be fac-
tored out from the correction map. This was done using the LY field-dependent model from [269], and the
XENONnT COMSOL Multiphysics® [268] electric field simulation. The relative variation of LY with respect
to the average because of the electric field inhomogeneities is evaluated over the full volume and factored
out from the light signal such that: S1 → S1fec, where the subscript ”fec” stands for field effect corrected.
Thus, using 41.5 keV S1fec, the 3-dimensional LY is extracted as LY(x, y, z,Vfield, E) = S1(x, y, z,Vfield, E)fec/E,
and thus the correction map is computed. The XENONnT map f(x, y, z) is shown in Fig.6.5. Approaching
the top of the TPC the correction factor gets smaller than 1, reflecting the higher collection efficiency at a
small depth.
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Figure 6.5: Relative light yield map extracted from 83mKr calibration data, used for S1 correction in XENONnT.
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S2 corrections

In section 3.3.3, the loss of charge signals due to electronegative impurity in the xenon and how it can be
described with the electron lifetime τe has been discussed. The S2 area will decrease with the increasing
concentration of electronegative impurities, such as O2, which can capture the electrons while they drift.
The loss of charge exponentially increases with the drift time t, causing a significant dependence of the
S2 area with the z position. Thus, the observed S2 is corrected, and cS20 is defined considering the
exponential loss governed by τe:

cS20 = S2 × e−t/τe (6.4)

To calculate τe, several sources were used, all distributed uniformly within the detector volume: α events
from 222Rn, 83mKr calibration data, and 37Ar calibration data. As it was done for S1 correction, the S2
signals are corrected for the electric field inhomogeneities before extracting the electron lifetime. Addi-
tionally, a purity monitor system [205] on the liquid purification line was used to monitor τe. The electron
lifetime was monitored throughout SR0, and the different estimations were cross-checked. All the dif-
ferent estimations were consistent within a few percent, and eventually, the time model of τe extracted
from 83mKr data was used in the XENONnT data processing. An example of S2 area, with FDC applied
and the effect of field inhomogeneities disentangled, as a function of drift time for one 83mKr calibration
campaign is shown in Fig.6.6. The extracted τe for this data is (15.8±0.7) ms, consistent with the average
SR0 valued of ∼ 15 ms.
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Figure 6.6: The color map shows the S2 area, as a function of the drift time, data from one 83mKr calibration cam-
paign. The median value is extracted from the projected distribution into the drift time, here shown in red, and the
exponential trend is fitted. The red points with white face color are omitted in the minimization routine. From the
fit, represented here with a dashed black line, the τe is extracted. For these data, τe is equal to (15.8 ± 0.7) ms.

In addition, the S2 is corrected for spatial effects such as light collection efficiency, single electron
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gain4 and electron extraction efficiency, as well as PMTs detection efficiency. As for the S1 corrections,
assuming that the same deposited energy should give the same S2 yield, 83mKr calibration data were
used to build a relative S2 yield map C(xobs; yobs). This correction targets the detector distortions where
the S2 signals are produced. Thus, these are based on the observed positions. The C(xobs; yobs) is used
to correct cS20 as follows:

cS2 =
cS20

C(xobs; yobs)
(6.5)

A correlation between the electron lifetime and spatial effects corrections is plausible, given the redun-
dancy of the data utilized. The two corrections were iterated to mitigate the correlation until no difference
from the previous iteration was observed. The C(xobs; yobs) map from the total S2 used in the data pro-
cessing is shown in Fig.6.7. In XENONnT SR0 there are three S2 correction maps: one for the S2 signal
observed from the top array, one for the bottom array, and one for the total S2 signal. If only the contribu-
tion of one PMT array is considered, then the corresponding map is used to derive the cS2 signals. At the
center of the TPC and along the perpendicular wires located on the gate and anode grids, installed to miti-
gate their sagging, the measured single electron gain is a few percent larger than the average (∼ 32PE/e−)
leading to a correction coefficient larger than 1. However, the extraction efficiency is the main reason for
C > 1. The electrode distance is slightly smaller in the center of the TPC than in the outer regions, leading
to a higher extraction field and, therefore, higher extraction efficiency. This is more noticeable along the
perpendicular wires, where the extraction efficiency is ∼ 70 %, whereas in the rest of the TPC it is, on
average, ∼ 53%.

Other corrections

Themedian of the lone hits area5, namely peaklets where only one PMT exceeds the self-trigger threshold,
was monitored during SR0. These events are mainly due to PMT dark counts, but some scintillation light
is also present. The lone hits area should be constant, with a mean approximately equal to 1 PE. However,
a decreasing trend over time was observed during 220Rn and 241AmBe calibration, which stabilized during
the physics data taking. The correlation of this trend was cross-checked with many parameters, from the
xenon temperature to the PMT after-pulses rate. No clear culprit was identified. To avoid any bias in the
detector characterization, an ad hoc lone hits correction was developed. The correction consists of an
empirical time-dependent model of the relative median to the average value during physics data taking.
This correction was applied only to S1 signals area since S2 correction already included it. Fig.6.8 shows
the median lone hits evolution during SR0, together with the empirical model used for the correction.

During SR0, the data taking was affected by sporadic and localized high-rate single electron events
(hot-spots). The extraction field was turned off when this transient effect appeared in the detector. After
a few hours, the anode electrode was ramped up again. Hence, an additional time-dependent correction
on S2 was used to account for the variations in the single electron gain (SEG) and extraction efficiency
(EE) during the ramping and the moment immediately after. The time evolution of SEG and EE during
XENONnT SR0 from which the correction model was derived are shown in Fig.6.9

4The single electron gain is defined for S2 signals, and it is the number of PE generated by one electron. It differs from the
detector parameter g2 if the electron extraction efficiency is less than 100 %.

5The area of a lone hits signal is computed as the integrated charge within -30 ns and +200 ns with respect to the signal
maximum.

99



60 40 20 0 20 40 60
xobs [cm]

60

40

20

0

20

40

60

y o
bs

 [c
m

]

0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

Co
rre

ct
io

n 
Co

ef
fic

ie
nt

s (
 C

 )

Figure 6.7: Relative S2 yield map extracted from 83mKr events, used for S2 correction in XENONnT. The two parallel
features crossing the TPC are the perpendicular wires on the gate and anode grids installed tomitigate their sagging.
Along thewires and in the center part of the TPC, the single electron gain and extraction efficiency are higher, leading
to a correction factor ≥1.

6.3 Data quality criteria
At this stage of the analysis, the corrected (S1, S2) events suffer from the presence of unphysical events,
e.g., partially reconstructed events or accidental S1-S2 pairings, as well as unwanted event topologies. In
XENONnT, various data selection criteria were used to improve data quality and reject unphysical events.
These selections, called in jargon cuts, were developed using calibration data, mainly from 220Rn source,
and when it was possible, using the waveform simulation software (WFsim) [251]. Their acceptances,
namely the fraction of good events that survived the cut, were studied on the calibration data using the
N-1 method, which consists of evaluating the Nth cut acceptance after applying the remaining N-1 cuts.
Following [270], the uncertainties were taken as the shortest 68.3 % confidence interval of the efficiency
probability distribution. The latter can be derived knowing that the N-1 efficiency estimator follows a bi-
nomial distribution and applying the Bayes’ theorem. Alternatively, the uncertainties in the acceptances
were inferred using the Clopper-Pearson method [271], in which the Binomial distribution is approximated
with the Beta distribution B, and the latter is used to compute a 68 % confidence interval. The two un-
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Figure 6.8: The median lone hits evolution during SR0 (bottom), with the time-dependent empirical model used for
the S1 signal area correction (top).
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Figure 6.9: The relative SEG (top) and EE (bottom) evolutions during XENONnT SR0, due to the anode cycling in-
duced by the appearance of hot spots, are shown by the scatter points. The colored bands indicate the SR0 calibra-
tion period as well as the other operation.

certainties method are complementary, and in SR0 analyses, the Clopper-Pearson method was preferred
over Bayes estimations. The N-1 cuts applied before the acceptance computation provide a clean data
sample but still with a fraction of unwanted events. Hence, the acceptances derived from this method
must be interpreted as the lower limit of the true acceptance.
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The following sections present a summary of XENONnT cuts, focusing on the ones developed in the
context of this Ph.D. thesis: the S1 area fraction top cut and S1 pattern likelihood cuts. The performances
of these selections and their efficiency are discussed.

6.3.1 Cuts overview

The XENONnT cuts presented here are not universal. Every physics search has its cut list, depending on
the nature of the searched signal. The primary searches in XENONnT, namely the WIMP analysis and
the low-energy ER analysis, aim to reject multiple scatter events, i.e., those events due to multiple energy
deposition from a single interacting particle inside the active xenon target, creating multiple S2s.

The XENONnT cuts used for the SR0 data analysis can be grouped into four classes:

Time-based cuts reject events that happen close in time with a muon or a neutron veto detector trigger.
Furthermore, events partially acquired because the DAQ was in busy state due to ongoing process-
ing are rejected by these cuts. Of the same idea, these cuts exclude the data acquired in hot-spot
proximity (see section 6.2.2). These selection criteria act as live time reduction.

Topology-based cuts are developed to reject specific signal types. For instance, S2 single scatter cut
rejects events with an alternative S2 ascribable to a secondary interaction. In addition, the S1 and
S2 light patterns information are also used to reduce the multiple scatter population. Similarly, the
fraction of total S2 observed from the top array is used to reject events in the gas phase. Wrong
S1 and S2 pairings, known as accidental coincidence (AC), are rejected by dedicated cuts based
on machine learning algorithms that look for several signal features, e.g., percentile area or signal
rise time. Cuts based on S1 features, such as time width or relative area fraction among PMTs
contributing to the same events, are used to reduce events triggered by PMT after-pulses.

Uphysical events cuts discard reconstructed (S1, S2) pair where the signal features are inconsistent with
the detector response prediction. For instance, S2 width cut rejects events with S2 time width dif-
ferent from the expectation based on the electron drift velocity and longitudinal diffusion constant,
the parameters that govern the size of the electron cloud during the drift. Furthermore, a selection
criterion based on the fraction of S1 signal collected by the top array, which is purely a geometrical
factor, is used to reject unphysical events.

Mis-reconstructed event cut reject events for which not all S1 or S2 is collected, e.g., from the charge
insensitive volume or close to the PTFE wall. Furthermore, these cuts remove events with the three
reconstructed positions very different from each other.

6.3.2 The S1 area fraction top cut

For a given observed signal, the area fraction top (AFT) is the fraction of the total light observed by the
top array. Any observed photon will be seen by the top or bottom array, and the probability depends purely
on the location of the event and the detector geometry. Given a reconstructed event occurring in a (x,y,z)
position in the detector, it is possible to evaluate its level of credibility, in the sense of being a physically
motivated event, based on the comparison of the observed S1 AFT with the expected one, drawn either
from optical simulation or extracted from a data-driven map. AC events or events where some signal
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information is lost will have unphysical S1 AFT, and they can be identified through this technique and
rejected. The AFT can be described as a binomial process. From its statistical description, it is possible
to compute the probability that something at least as extreme as a given event could happen (p-value)
and use it to define a well-motivated selection criterion: S1 AFT cut [272].

Mathematical description

For a sequence of n independent experiments, the number of scintillation photons detected (the S1 area),
the probability of k number of successes, namely the fraction of the total signal collected by the top array
(the S1top area), is derived from the binomial distribution with success probability p (the AFT probability)
and failure q = 1 − p.

The binomial distribution is discrete, but the S1 area is not an integer. Thus, the complete Euler Γ
function is used to implement the continuous counterpart of the binomial distribution B(S1top;S1,AFT) as
follows:

B(S1top;S1,AFT) = Pr(X = S1top) =

=
Γ(S1 + 1)

Γ(S1 − S1top + 1)Γ(S1top + 1)AFT
S1top (1 − AFT)S1−S1top

(6.6)

B(S1top;S1,AFT) is such that in the limit of integer values, it approaches the discrete binomial distribu-
tion case. In Fig.6.10, the continuous counterpart of the binomial distribution from some combination of
(S1,AFT) is shown in blue, while the discrete binomial distribution is shown in orange. It is possible to see
in the first panel that in the case of an integer S1, the two curves intersect each other for integer S1top as
desired.
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Figure 6.10: Three examples of continuous counterpart of binomial distributionwith blue solid lines and the discrete
one in orange. The value used for the distributions is written in the panel’s title.

Thep-value, onwhich the cut is based, is computed from the cumulative distribution functionCDF(S1top;S1,AFT)
implemented in straxen as follows:

CDF(S1top;S1,AFT) = Pr(X >= S1top) =

=
Γ(S1 + 1)

Γ(S1 − S1top)Γ(S1top + 1)

∫ 1−AFT

0
tS1−S1top−1(1 − t)kdt

(6.7)

The p-value, also called binomial test, is computed for every reconstructed event considering the field
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distortion corrected position. The binomial test is two-sided whenever possible, namely, whenever a j
value exists on the other side of the distribution mode such that B(j; n, p) = B(k; n, p), where k is the
observed value. The secant method root-finding algorithm [273] is used to estimate j. In Fig.6.11, some
examples of the binomial distribution and p-values as functions of S1top are shown.
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Figure 6.11: Three examples of continuous counterpart of the binomial distribution and the corresponding p-value
as a function of S1top. The vertical lines represent a random k (dashed black), its correspondent j, and the mode
(red). The values of k are chosen randomly, and they are meant to help the reader visualize the secant method and
how the p-value is computed. The p-values for the random values k are represented by the gray region.

Data-driven 83mKr AFT probability map

Ideally, the probability of AFT should be derived from TPC optical simulations of xenon scintillation light.
However, for the first XENONnT science result, it was decided to use a 83mKr data-driven AFT map. The
procedure for generating the map is similar to the relative LY map discussed in section 6.2.2. All the
SR0 83mKr data with the FDC applied were considered. First, the event volume distribution was voxelized,
namely, the TPC volume was sliced down with respect to z (48 bins, each ∼ 3 cm thick), to r (8 bins, each
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∼ 4 cm wide), and the azimuthal angle θ such that the volume of each (z, r, θ) bin was equal. Furthermore,
consecutive z slices have 90 rotation on the azimuthal angle. The bin statistic was ≥ 2000 events which
ensures statistical fluctuation below 2%. Then, the AFT probability was extracted for each bin. To do this,
the AFT frequency histogram was fitted with a Normal distribution. The mean of the Normal distribution
was taken as the AFT probability of (x, y, z) center of the bin. The discrete map was then interpolated
using the cKDTree nearest-neighbor interpolator [274]. Given the (x, y, z,AFT) input points, this interpolator
builds a space-partitioning data structure called k-d tree to find the closest AFT neighbors points given a
(x, y, z) position. The interpolation, shown in Fig.6.12, is used to retrieve the AFT probability for a given
position and use it for the p-value calculation.

Figure 6.12: Interpolated data-driven AFT probability map from 83mKr calibration data as function of r and z. The
fraction of scintillation light observed by the top PMT array in XENONnT goes from amaximum of ∼54 % for shallow
events to ∼0.9 % for events occurring near the cathode.

The S1 AFT cut definition and performances

The XENONnT data quality is improved by rejecting those (S1, S2) events with a low p-value. The choice
of the p-value threshold was informed by the data-driven acceptance study with 220Rn calibration data.
Fig.6.13 shows the N-1 acceptance for three p-value thresholds investigated as a function of S1, where the
uncertainties were derived using the Clopper-Pearson method [271]. The objective of an acceptance at
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∼ 99 % imposed a p-value threshold equal to 0.001. This low limit ensured a flat acceptance on a wide
S1 range, with an average value equal to (98 ± 1) %. Once the threshold was decided, the cut acceptance
was investigated using the other calibration sources, e.g., 37Ar, for which the acceptance values were
consistent with the 220Rn data-driven acceptance.
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Figure 6.13: Data-driven acceptance of the S1 AFT cut from 220Rn calibration data as a function of S1. Three p-value
thresholds were investigated: 0.01 (yellow), 0.001 (orange), and 0.0001 (blue). The average acceptances for S1 <
500 PE are reported in the legend and shown in the plot with the colored dashed lines.

The effect of S1 AFT cut on 220Rn calibration data is shown in Fig.6.14. The survived events are shown
in a red-yellow colormap, while the rejected events are presented in a blue-purple colormap. The rejected
events lying on the extremes of the main distribution are unreliable, given their low p-value, and they fall
into the definition of unphysical. The region delimited in red is associated with AC events. A vertical
distribution at S1AFT ∼ 10% it is likely due to AC events made by cathode photoionization S1 and random
S2. The region delimited in blue instead is associated with unwanted events occurring in the gas phase.

6.3.3 The S1 pattern likelihood cuts

The S1 light pattern discrimination criterion has a long history in the XENON experiment, starting from
XENON100 [275]. The data quality criteria that will be presented are built to reject those events that are
reconstructed as single S1 and single S2, but which are genuinely multiple scatter events. If the energy
depositions of an interacting particle are too close in space and time, the detectorwon’t be able to separate
the multiple light and charge signals, and they will be reconstructed as one (S1, S2) pair. However, the
associated S1 and S2 hit patterns will likely be inconsistent with single scatter events. The lights will
spread more, and the PMTs signal distribution will often have more than one evident pattern. Statistical
interpretation of S1 and S2 hit patterns are used in XENONnT to discriminate these events. Particular
dangers are those events with one or more scattering sites in charge insensitive volume, for which the
reconstructed S2 is smaller. Such events would suddenly appear in the lowest part of the ER band with
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Figure 6.14: Example of the S1 AFT cut on 220Rn calibration data. The surviving events are shown in a red-yellow
colormap, while the rejected events are presented in a blue-purple colormap. The rejected population lying on the
extreme of the main distribution are unreliable events, given their low p-value, and they fall into the definition of
unphysical. The region delimited in red is associated with AC events. A vertical distribution at S1AFT ∼ 10 % it is
likely due to AC events made by cathode photoionization S1 and random S2. The region delimited in blue instead is
associated with unwanted events occurring in the gas phase.

the risk of being interpreted as a nuclear recoil. These ER leakage (see section 3.2) are called gamma-
X events. While the S2 is not fully collected, the S1 is, and the anomalous pattern can be used to reject
them. Similarly, neutrons fromdetectormaterialswith interaction in the charge insensitive volume–called
neutron-X – can be identified and rejected through the signals pattern information.

Several cuts based on the likelihood ratio of the observedS1 pattern and the expected one, derived from
optical simulation, were developed in SR0 to reject gamma-X and neutron-X and, therefore, to improve the
quality of ER and NR bands and their modeling. Furthermore, the discrepancy between the observation
and the expectation proved to be effective in rejecting mis-reconstructed (S1, S2) pairings.

Mathematical description

Given an S1 event occurring at the (x,y,z) position in the TPC, the amount of light observed by each PMT
can be described as a Poisson process withmean λ derived by optical simulated light collection efficiency
map (see section 6.5.2). The likelihood of a specific pattern, consisting of the observed light per PMT Q,
can be computed and compared with a competing distribution where the mean of the Poisson process is
equal to the observed light Q. Thus, anomalous S1 light patterns can be rejected based on the likelihood
ratio.

The likelihood ratio test is the simplest since the model is completely specified. The Poisson process
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for the PMT light detection is expanded to the continuous regime using Euler Γ functions. As discussed in
section 4.1.1, ∼ 21% of the time one detected photon results in two PE. This is accounted for in the PMT
detection process by a scaling parameter ξ. Hence, the PMT probability distribution function used is:

f(Q, λ) = λQ/ξ

Γ(Q/ξ + 1) e
−λ (6.8)

Considering all the PMTs, the likelihood function is:

L(Q|λ) =
PMT∏
i

f(Qi; λi) (6.9)

As mentioned before, a measurement of the goodness of one statistical model with respect to a com-
peting one can be evaluated using the ratio of their likelihoods. The statistic test is done by comparing
the likelihood of a pattern Q given a model λ, to the likelihood of the ideal case where Q = λ.

R =
L(Q|λ)

L(Q|λ ≡ Q) (6.10)

Instead of using directly Eq.6.10, it is possible to consider λLR = −2logR. The advantage is that, when
every PMT is well illuminated, λLR approaches a χ2 distribution with N degrees of freedom equal to the
number of contributing PMTs-1. Thus, the λLR is implemented in straxen as follows:

λLR = −2log(R) = 2
PMT∑
i

(
Qilog

Qi
λi

+ λi − Qi

)
(6.11)

S1 PL cuts definitions and performances

In XENONnT three λLR are computed: using the total S1 pattern (λLR,total), the top array S1 pattern (λLR,top)
and the bottom array S1 pattern (λLR,bottom), and therefore three S1 pattern likelihood cut are defined. The
reason for having separate statistical tests for the top and bottom arrays is that depending on the event
position, one array will havemore information and, thus, a better chance of discriminating good events. In
an ideal world, the asymptotic relation λLR ∼ χ2 could be used to derive a p-value for each event, and they
could be accepted or rejected according to that. However, these cuts are meant for low-energy searches,
e.g., WIMP analysis, where only a small fraction of PMTs is illuminated, hence the asymptotic relation
does not hold.

In XENONnT SR0, the rejection boundaries were defined on a 99 % quantiles of λLR distribution as a
function of the respective S1. Motivated by the fact that the amount of information carried by λLR is linked
to the number of PMTs contributing to an event, λLR,total cut was also based on the number of contributing
PMTs. The 220Rn calibration data were used for cut optimization. The data were previously cleaned,
applying basic cuts, and a small fiducialization was considered (r < 64 cm and z ∈ [−140.5;−4] cm) to
avoid the edges of the TPC where the optical map was less reliable. After dividing the data into slices,
in the parameter space under consideration, the 99th percentiles point was computed and used to fit the
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empirical function. The resulting functions were used as discrimination criteria, i.e., an event was rejected
if above the 99th percentiles limit. In Fig.6.15 is shown the S1 total pattern likelihood cut, defined as the
logic sum among the two parameter spaces considered. In Fig.6.16 are shown the S1 top and bottom
pattern likelihood cuts.
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Figure 6.15: The total S1 pattern likelihood cut is the logic sum of the cuts defined as a function of contributing
PMTs (left) and S1 area (right). The individual cuts are defined based on the 99th percentiles (red points) of 220Rn
calibration data (blue-yellow color map). The percentiles were fitted within the empirical functions (dashed black
liens) and used as rejection criteria. The gray regions represent the excluded region by the S1 pattern likelihood cut.
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Figure 6.16: The top (left) and bottom (right) S1 pattern likelihood cuts are defined by black solid lines, extracted
from the 99th percentiles (red points) derived from 220Rn calibration data (blue-yellow color map). The gray regions
represent the excluded region from S1 top pattern likelihood and S1 bottom pattern likelihood cuts, respectively.

The N-1 method was used on 220Rn calibration data to derive the acceptance as a function of S1 size.
Similar to the S1 AFT, the Clopper-Pearson method was used to infer the acceptance uncertainties. In
Fig.6.17, the acceptances of the three pattern likelihood cuts are shown for S1 < 500 PE. The average ac-
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ceptances, shown by the colored dashed lines, were ∼ 99% as expected by design. Eventually, the λLR,top
and λLR,bot were used in the WIMP search and in the low-energy ER analysis since a study on simulated
neutron-X and AC events proved that the combination of these two cuts was more effective on rejecting
these unwanted population.
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Figure 6.17: Data-driven acceptances of λLR,total (blue), λLR,top (red), and λLR,bottom (yellow) cuts as a function of the
S1, derived from 220Rn calibration data. The average cut acceptances for S1 < 500 PE are collected in the legend
and shown in the plot with the colored dashed lines.

6.3.4 Total selection efficiency

The total efficiency needs to be considered to interpret the data correctly. This is given by two terms:
detection efficiency and selection efficiency. The first depends on the energy threshold and the analy-
sis region of interest (ROI). The WIMP analysis was performed with cS1 ∈ (0, 100) PE and cS2 ∈ (126,
12589) PE, equivalent to an energy threshold of ∼ 1 keVer (∼ 3.1 keVnr). The ROI of the low-energy ER anal-
ysis instead was (1, 140) keVer with an S2 threshold of 500 PE. For both analyses, the detection efficiency
was governed by the S1 detection efficiency. The ROIs ensure a lower limit on the efficiency of ∼ 10 %,
which steeply increases, reaching 100% above ∼ 4 keVer. The impact of the S2 reconstruction efficiency
is negligible compared to the S1 detection efficiency: It is expected to be ∼ 100 % in the energy ranges
considered [208, 276].

The selection efficiency is given by the cumulative cut acceptances. A total of 12 cuts were used in the
WIMP and the low-energy ER analyses. The final cut acceptances were computed using 220Rn and 37Ar in
a 4 tonnes fiducial volume, equivalent to r < 60.73 cm and z ∈ [−13.6; −134.2] cm. Using the N-1 method,
the acceptance of individual cuts was evaluated as a function of energy and S1 or S2, depending on which
space the cut was defined, and their uncertainty estimate using Clopper-Pearsonmethod [271]. Not all the
cuts are included in the total selection efficiency. For cuts that deal with properties unrelated to the event
itself, they are deemed as livetime reduction cuts, e.g., time-based cuts. Due to a few different cuts and
ROIs, the final acceptances for the low-energy ER analysis and WIMP search are slightly different. The
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two total efficiencies with the 1σ uncertainty bands are shown in Fig.6.18. The data selections applied
in the two analyses are responsible for a efficiency loss of ∼ 20 %. The discontinuity at 10 keV in the
total efficiency used in the low-energy ER analysis is because it was derived with the WIMP ROI still-
blinded [208]. The decrease at high NR energies in the total efficiency of the WIMP analysis is due to the
upper edges of the region of interest [276].
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Figure 6.18: Total efficiencies of low-energy ER (left) and WIMP (right) analyses as a function of reconstructed
energy expressed in keVer and keVnr. The green curves represent the detection efficiency. The blue curves include
the efficiency loss due to the data selection in addition to the detection efficiency loss. The black curve in the WIMP
efficiency shows the effect of the upper edges of the region of interest. The efficiencies are shown with their 1σ
uncertainty band. The black vertical dashed line shows energy thresholds: 1 keVer for the low energy ER analysis
and 3.1 keVnr for the WIMP search. Plots reproduced from [208, 276].

6.4 Energy calibration
With the improved data quality thanks to the selection criteria, the anti-correlation of cS1 and cS2 was
studied using 37Ar and 83mKr calibration data, plus the mono-energetic lines from the decay of 131mXe and
129mXe, whichwere produced through inelastic neutron scattering during 241AmBe calibration. The derived
charge and light yields are shown in Fig.6.19. The linear fit, shown with a black dashed line, is used to
extract g1 and g2, defined as the intercepts with the x and y axis, respectively. The detector parameters
are found to be g1 = (0.151 ± 0.001) PE/photon and g2 = (16.5 ± 0.6) PE/electron [208]. As discussed
in section 3.1, given the g1 and g2 the energy depositions in the TPC by a particle interacting with the
xenon can be reconstructed using as Edep = W × (nγ + ne−), whereW = 13.7 eV is used the average energy
to produce a charge or light quanta, nγ = cS1/g1, and ne− = cS2/g2. The charge and light yields were
also derived from high energy γ lines from radioactive residual in the detector components (1173.2 keV
and 1331.5 keV from 60Co [277], and 1460.8 keV from 40K [278]), from the 2.2455 MeV γ events from 2H
decay followed by neutron capture on H and the 4.4389 MeV γ events from the carbon de-excitation [260]
(see Eq.6.1), both during 241AmBe calibration. However, it has been decided not to consider them in the
derivation of g1 and g2, to avoid energy bias in the region of interest of low-energy ER analysis.
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Figure 6.19: The XENONnT SR0 charge and light yields from mono-energetic lines are shown in the panel. The
fitted charge and light yield anti-correlation is shown with the dashed black lines, whereas the green (yellow) band
represents the 1σ (2σ) model uncertainty. The low-energy data, shown by the black points, have been used to derive
g1 and g2 detector parameters for energy reconstruction, whereas the high-energy points in grey were omitted.

Next, the energy resolution was derived. Traditionally, the relative energy resolution is computed as
σ/μ: the standard deviation and the mean of a Gaussian distribution for each mono-energetic line con-
sidered. Then, the energy resolution trend as a function of the reconstructed energy is usually modeled
as ∼ 1/

√
E, according to a Poisson distribution of the quanta. However, this approach did not replicate

the XENONnT observation. This is due to an asymmetry in the peak shape for low-energy lines due to
the loss of detection efficiency. Several effects contribute to the loss of detection efficiency: electronic
noise, finite detector resolution, under-amplified response of PMTs to photons, and the presence of after-
pulses signals. However, the main cause is the DAQ self-trigger threshold, which prevents the record-
ing of low-amplitude PMT signals. The skew Gaussian model [279] showed a better agreement for the
mono-energetic line at low energy, whereas no significant skewness was observed at high energy [208].
Therefore, the energy resolution in XENONnT was derived by modeling the shape α - dimensionless - and
scalew - units of energy - parameters of the skew Gaussian distribution as a function of the reconstructed
energy:

w
E
=

a
E
+ b

α = c × E(d+1)
(6.12)

where the fitted parameters are a = (37.2 ± 0.4) × 10−2 keV, b = (4.36 ± 0.06) × 10−3, c = (1.999 ±
0.006) keV−(d+1) , and d = (−1.256 ± 0.002).

Having omitted the high-energy lines in derivation of g1 and g2 introduced a bias in the energy recon-
struction: from ∼ 1% at 41.5 keV (83mKr) up to 2% at 236.1 keV (129mXe). The origin of this bias is given by
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the DAQ digitization threshold, which deforms the detector response to energy deposition for low-energy
events; therefore, an effective approach was utilized in SR0. The energy bias was modeled with an empir-
ical function in reconstructed energy space and propagated into the analyses by reshaping the expected
energy spectra [208].

6.5 Optical Monte Carlo-data matching in XENONnT
Most background and signal models, e.g., radiogenic neutron background, derived in the SR0 analysis
relied on Monte Carlo (MC) simulations. Every component of XENONnT MC machinery was studied and
cross-validated with calibration data to ensure a reliable detector response simulation. Among the differ-
ent components, the light collection efficiency maps define the fraction of S1 and S2 photons observed
per PMT as a function of the event position in the XENONnT simulation chain. These maps, fundamen-
tal for PMT pattern simulation and event reconstruction, are based on optical simulations where xenon
scintillation photons are homogeneously generated in the TPC volume and propagated until they hit the
PMTs or are lost. The fraction of observed or lost photons is influenced by the optical properties of the
xenon and surrounding materials. The main optical parameters, e.g., PTFE reflection or light attenuation
length in xenon, have been extensively studied in the xenon community. However, they are dependent on
the detector conditions, e.g., the polishing and cleaning procedure used in XENONnT for the PTFE panels
have an impact on their reflectivity to VUV light, hence the literature values can not be applied easily.

In the context of this thesis work, the XENONnT light collection efficiency map for S1 PMT pattern
simulation was derived through a data-MC matching analysis to extract the optimal configuration for the
optical parameters. The section is organized as follows: first, a brief description of XENONnTMCsoftware
is given, then the methodology for computing the map is presented, and the important optical parameters
influencing the photon propagation are discussed. The data-MC matching analysis is outlined at the end
of the section.

6.5.1 XENONnT MC framework

The XENONnT MC framework consists essentially of a chain of three packages, where the output of one
step is fed to the next. In a nutshell, particle propagation in the detector, interactions, and deposited
energies are simulated using the Geant4 toolkit [280, 281], where a precise detector geometry and mate-
rials definition are considered. The quanta production followed by an energy deposition is simulated by a
custom-made software called EPIX (Electrons and photons instructions for XENON) [282]. EPIX produces
the scintillation photons and electrons according to the interaction type, the recoil energy, and the local
drift field after applying a micro-clustering algorithm to each of the Geant4 events to group individual en-
ergy deposition in the xenon within a radius of ∼ 5 μm, consisting of the electron-ion thermalization length
scale in xenon. This clustering approach reproduces the experimental yields [180, 225]. By default, EPIX
uses the light and charge yields from NEST [172]. However, for the WIMP search in SR0, the yield curves
derived from the fit of 220Rn and 241AmBe calibration data were used. The last step is the waveform sim-
ulator (WFSim) [251], which propagates each quantum (photon or electron) in the TPC for a given field
configuration and liquid xenon purity. This includes the conversion of ionization electrons into the S2 light
signal, the production of S1 and S2 PMT patterns, and simulating realistic PMT signals for the detected
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photons combining the SPE probability distribution described in section 5.3.2with a data-driven SPEwave-
form. Moreover, the effect of the DAQ, e.g., self-trigger threshold and electrical noise, are simulated. The
full chain simulation returns data with a format identical to the real raw records (see section 5.1.2), so they
can be identically processed by straxen as done with real data. The flowchart of the full-chain simulation
in Fig.6.20 summarises the main steps of the simulation of the XENONnT TPC response. The diagram
was taken from [225], where an in-depth and detailed discussion of the XENONnT MC workflow can be
found.

6.5.2 Optical simulation

The light collection efficiency (LCE), defined as the fraction of generated photons collected by the PMTs as
a function of the photon generation site, is obtained from Geant4 optical simulations. These optical sim-
ulations track 175 nm scintillation photons through the detector, considering the geometry and the optical
properties of liquid and gas xenon and the surrounding materials, including the photosensors. Given the
relative fraction of photons hitting on the PMTs and the detection efficiency, namely the probability that a
photon produces a detectable photoelectron signal in the PMT, the photon detection probability g′

1 [PE/γ]
as a function of (x, y, z) can be derived. The resulting g′

1 averaged over the entire TPC volume corresponds
to the scintillation gain g1 used for energy reconstruction. The detection efficiency is partially included in
the optical simulation. However, the Geant4 output needs to be corrected for additional PMT effects in
order to derive g′

1.
A discussion on the XENONnT geometry and its Geant4 implementation can be found [225, 283]. Sev-

eral updates were brought during SR0, one of them concerned the PMT photocathode. In the up-to-date
XENONnT Geant4model, the PMT photocathode is implemented considering the quartz window on top of
it. When the photon passes from the xenon to quartz volume, Geant4 calculates the reflection and trans-
mission based on Fresnel’s law. Once the transmitted photon reaches the photocathode, Geant4 decides
whether the photon is reflected, transmitted, or absorbed based on the reflection of thin-layer materials,
as described by XMASS PMT model [284]. In the end, the absorbed fraction is corrected according to the
quantum efficiency (QE) (see section 4.1.1). Every PMT is treaded individually, using the QE provided by
Hamamatsu [213].

The optical simulation output contains detailed information about each event in Geant4, such aswhich
PMT was hit and the trajectory of the photon impinging on it. This information is used to account for
the photosensor effect not included in the Geant4 simulations. The corrections applied to the optical
simulation output are listed below.

Temperature correction to the QE. A relation between QE and PMT operating temperature has been re-
ported in [285, 286]. The Hamamatsu measurements are performed at room temperature, while the
XENONnT PMTs operate at ∼ 177 K. At this temperature a ratio of QETLXe/QETroom ∼ 1.1, has been
measured, i.e., 10% increase of the QE at liquid xenon temperature.

Position correction to the quantum efficiency and collection efficiency (CE) (see section 4.1.1). The cor-
rection is inherited from XENON1T. The relative PMT photoabsorption efficiency as a function of
PMT radius fcorr(r), provided by Hamamatsu, is used to scale the detection probability [225] (see
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Figure 6.20: XENONnT full chain simulation flowchart with the main packages indicated in the right margin. The
particle propagation and interaction in the detector are simulated via the Geant4 toolkit. The precise information
about the interactions is used to transform the deposited energy into photons and electrons by EPIX. Eventually, the
quanta are processed by the waveform simulator (WFSim), which exports data in a straxen edible format, identical
to true data. The diagram has been taken from [225].

Fig.4.2). This correction incorporates both the QE and CE radius dependence, and it is such that
it is normalized to the value at r = 0. Hence, the actual correction required the multiplication of
CE(r = 0) ∼ 0.90 [227]. The QE and CE have an angular dependence as well. However, no correction
is required since it is taken into account directly in the PMT model implemented in Geant4.

Setup correction to the QE due to the method used by Hamamatsu for the measurements. The QE is
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ratio of the number of photoelectron emitted by the PMT to the number of photons absorbed. It is
provided by Hamamatsu, which measures the charge produced directly at the photocathode given
a perpendicular incident photon flux, also measured by a standard phototube or semiconductor de-
tector [217]. These measurements, performed at room temperature and vacuum, do not consider
the photon reflection at the quartz window. Then the quantum efficiency is underestimated by a
factor equal to the perpendicular air-quartz reflection coefficient:

Γ =
��� (nair − nquartz)
(nair + nquartz)

���2 (6.13)

where nair is 1 and nquartz is 1.59 [287].

In conclusion, the photon detection probability g′
1 is derived from the optical simulated LCE map by

including the PMT corrections as follows:

g′
1(x, y, z) =

Ndetected(x, y, z)
Ngenerated(x, y, z)

×
QETLXe
QETroom︸   ︷︷   ︸

1.1

× 1
1 − Γ︸︷︷︸
1.05

×CE(r = 0)︸      ︷︷      ︸
0.90

× fcorr(R) (6.14)

The simulated g′
1 as a function of (x,y,z) depends on the xenon and the TPC materials, e.g., PTFE, optical

properties. The comparison of data-driven g′
1 maps with ones derived from the optical simulation was

used in SR0 to derive optimal settings for the optical properties, essential for a reliable detector response
simulation and efficient position reconstruction. The next section presents the TPC’s primary optical
parameters for light propagation.

6.5.3 Optical parameters

The propagation of optical photons in the detector is governed by the optical property of the xenon and the
surrounding materials. The current optical parameter values adopted in the simulation are the results of
knowledge gained during the detector design and the cross-validation of simulationwith 83mKr data-driven
LCE map [184, 283].

The amount of scintillation photons observed by the top array depends on the liquid and gas xenon
refractive indexes, which define the transmitted and reflected fraction of photons at the liquid-gas inter-
face. The literature measurements assert that the gas xenon refractive index equals one, while the liquid
xenon index is larger than unity. Thus, a large fraction of photons from the liquid is reflected back at the
interface. There is no commonly accepted value for the liquid refractive index. The published measure-
ments span from (1.565±0.002±0.008) [288] to (1.69±0.02) [289]. In XENONnT SR0, the average value
of 1.63 was adopted as it was done in XENON1T [151].

The absolute g′
1 scale depends on the light attenuation, which consists of scattering and absorption,

as explained in section 3.3.3. The scattering length depends on the wavelength of photons, the density of
the liquid xenon, and its refractive index [290]. Theoretical calculation and experimental measurements
constraint the scattering length between ∼ 30 cm to ∼ 50 cm [289, 290, 291, 292, 293]. Additionally,
xenon scintillation light is very sensitive to impurities. In particular, the light absorption spectra of water
overlap with the xenon scintillation spectrum [202]. XENONnT is equipped with water sensors that regu-
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larly measure the water concentration of the vaporized liquid xenon circulating from the cryostat. During
SR0, the sensors were reading below their sensitivity. Therefore, the water concentration was taken as
the minimum readable value: 0.5 ppb (mol/mol). Given the absorption cross-section of water vapor [294],
the absorption length λabs is constrained to be ≥ 860 m. The attenuation length is negligible in the gas
phase since its small dimension (layer of ∼ 8 cm thickness) compared to the expected value given the
high purity of the xenon. Thus, as a conservative choice, the same setting for the two phases was taken.

The optical parameters of the reflective PTFE panels are crucial to estimate the number of reflections
a photon can undergo before getting lost, its trajectory, and the probability of hitting a PMT. During the
detector design phase, studies on the VUV light transmission of PTFE informed on the PTFE thickness
(3 mm) to avoid light transmission but not on reflectivity properties [295]. Several PTFE reflectivity mea-
surements are reported in the literature, both in gas and liquid xenon, which suggest up to 99 % of total
reflectivity [296]. However, these values do not directly apply to XENONnT because the surface treatment
and the detector condition significantly affect the reflectivity properties. The PTFE reflectivity settings for
XENONnT optical simulation were derived by data-MC matching.

Lastly, in the XENONnT Geant4 model, the electrodes are implemented as wires rather than as opaque
surfaces as in XENON1T [297]. Hence, their optical property needs to be accounted for in the simulation.
The reflectivity values of stainless steel (SS 304) float between ∼ 20% to ∼ 60%, depending on the exact
type and surface [298]. Like in the case of PTFE, the adopted values for the reflectivity of the wires were
extracted from the data-MC matching.

6.5.4 Data-MC matching procedure

The XENONnT SR0 LCE map was generated from 2 × 109 photons, homogeneously sampled in (x, y, z)
throughout the liquid xenon volume between the top and bottom PMT array. The photon detection prob-
ability g′

1 was computed from the LCE map by applying the PMT corrections described in section 6.5.2.
The simulation-driven optical properties of the XENONnT TPC were matched to 83mKr calibration data

using a χ2 fit in 4 parameter spaces simultaneously. These parameter spaces were: g′
1, g

′
1,top, g

′
1,bottom and

AFT, as a function of z. The photons detection probabilities g′
1,top and g′

1,bottom were computed considering
the photon detected only from the top array and the bottom array PMTs, respectively. The AFT was then
derived as g′

1,top/g
′
1.

83mKr data selection

Thematchingwas performed against the data-drivenmaps from32.1 keV events of 83mKr calibration data,
a perfect calibration source for testing spatial detector response, as seen in the previous sections. Using
the NEST software [172] and the XENONnT COMSOL Multiphysics® [268] electric field simulation, the
number of photons nγ generated from 32.1 keV β particles was derived. Then, g′

1s were computed as S1/nγ
and the AFT as S1top/S1total. The values thus obtained were binned in z. The median of the distribution of
each bin was used in theminimization algorithm and the half-distance of ±1σ as conservative uncertainty.
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Optical simulations generator

A re-weighting approach [299] was used to produce different matching configurations. Starting from an
idealized optical configuration, the photon detection efficiency associated with the parameter of interest
was rescaled according to the new optical parameter value to produce a new configuration. From every
new configuration, the two dimensional distributions of g′

1, g
′
1,top, g

′
1,bottom, and AFT as a function of zwere

derived. The mean of each z bin was used in the matching process.
The XENONnT Geant4 output file contains which PMT detected a simulated photon, the optical path of

the photon in the xenon, and the number of scatters in the PTFE and the wires that the photon undergoes
before hitting the PMT. Scaling the PMT hit weight associated with these parameters can produce a new
matching configuration. For instance, associating PMT hit weight equal to 1 to all events with a certain
λabs, either in gas or liquid xenon, the updated λ′abs configuration can be produced by scaling the weight
of e−L(1/λ

′
abs−1/λabs) , where L is the path length of the optical photon.

This re-weighting approach can be used only for processes that do not change the optical path, i.e., it
can not generate a new refractive index or scattering length configuration. For this reason, in XENONnT
SR0, they were fixed. In addition, the scaling can happen only downwards. Namely, increasing the proba-
bility of the process associated with the re-weighting parameter is impossible.

In conclusion, this approach can be used to generate new configurations to fit optical parameters. In
XENONnT, using a scaling as:

w =
∏
vol

e−Lvol
(
1/λvol, new − 1/λvol, gen

) ∏
surf

(Rsurf, new

Rsurf, gen

)nsurf
, (6.15)

where vol can be liquid or gas xenon, surf can be PTFE or wire (SS), and with new and gen that represent
the update and initial optical configuration, the absorption length λ and the reflectivity R can be estimated.

Data-MC matching results

The liquid xenon refractive index was fixed at 1.63, and the scattering length was 50 cm. Other combina-
tions were investigated, but no significant difference was observed. Given the high purity of the xenon, the
fit procedure was insensitive to the liquid or gas absorption length. As described previously, these were
fixed to the values suggested by the water concentration (860 m).

The remaining optical parameters were extracted from the data-MC matching, considering the total
TPC volume. Compared to Eq.6.14, an additional multiplicative parameter was considered to account for
any unknown correction, the impact of which was negligible. Indeed, its best value, equal to (0.99±0.03),
is consistent with one. The data-MC matching results are shown in Fig.6.21. The means of the z bins
of the two-dimensional distribution of 83mKr data (shown with the color map) are displayed in blue. The
simulated XENONnT SR0 light collection information are shown with solid red lines, whereas the results
with the previous optical settings are shown in yellow. A significant improvement was obtained in the four
parameter spaces compared with the previous optical simulation.

The optical parameters used in the XENONnT SR0 MC framework are summarized in Tab.6.1. The
PTFE reflectivity results are reasonable values, considering the measurement performed in similar condi-
tions and similar PTFE treatment. XENONnT PTFE samples are available, which will be used to measure
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Figure 6.21: Result from data-MC optical matching. The color map represents the two-dimensional histogram of
83mKr calibration data in g′

1, AFT, g
′
1,top, and g′

1,bottom as a function of z. The median and the half-distance of ±1σ of
the distribution of each z bin are shown in blue. The XENONnT SR0 results are shown in yellow, while the previous
optical simulation is displayed in red. The vertical dashed lines represent, from left to right, the position of the
cathode, gate, and anode electrodes, whereas the solid vertical lines are the screening electrodes installed near the
PMT arrays.

the reflectivity in liquid and gas xenon, thanks to a dedicated facility at the University of Munster, Germany,
(similar to the one used in [295]). Thus, the results obtained in this analysis can be compared with other
independent measurements, and the re-weight approach’s robustness can be verified. The results for the
wire reflectivities are dominated by the fit uncertainties. Given the wire dimensions, their impact on the
photon propagation is minimal, making the data-MC matching not sensitive to them.

6.6 Signal and background modeling
So far, it has been shown how the raw waveforms are reconstructed and the event built (section 6.2.1).
Then, the detector effect corrections applied on the observed event have been discussed in section 6.2.2,
and the XENONnT data quality selections and their efficiency in section 6.3. Lastly, the XENONnT g1
and g2 parameters utilized to reconstruct the energy deposition were presented. Moreover, the XENONnT
simulation framework used to derive signals and backgroundmodels has been presented in section 6.5.1.
Now, the information for interpreting the physics search data is provided.
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Optical parameter XENONnT optical parameters Derivation previous setting

LXe (GXe) refractive index 1.63 (1.00) From literature 1.63

LXe scattering length 50 cm From literature 30 cm

LXe/GXe absorption length ≥ 860 m From water
concentration

5000 cm (30 cm)

PTFE-LXE reflectivity (87 ± 2) % Fitted 99 %

PTFE-GXE reflectivity (84 ± 21) % Fitted 99 %

SS-LXE reflectivity (19 ± 38) % Fitted -

SS-GXE reflectivity (40 ± 49) % Fitted -

Table 6.1: The fitted optical parameters used in the XENONnT Geant4 TPCmodel and the optical setting used in the
previous analysis [151]. No reflectivity of SS is reported for the previous setting since the wires were implemented
as opaque disks with 99 % transparency.

First, the low-energy ER andWIMP analysis techniques and the investigated signals are briefly summa-
rized. Then, the primary background sources for these two analyses are discussed. A dedicated section
is reserved for detector materials-induced backgrounds.

6.6.1 Low-energy ER and WIMP analysis techniques and the sought-after signals

The low-energy ER andWIMP analyses were performed using the corrected S1 and S2 signals. The choice
of fiducial volume was mainly informed by the spatial distribution of the expected background plus the
charge insensitive volume estimation. The WIMP search required a tighter fiducialization to minimize the
surface backgrounds (see section 6.6.2). The low-energy ER and WIMP fiducial masses were (4.37 ±
0.14) t [208] and (4.18 ± 0.13) t [276], respectively.

Events with S2 > 500 PE and reconstructed energy Eer ∈ (1, 140) keV were used in the low-energy ER
analysis. The study models the reconstructed energy spectrum with and without the sought-after signals
through an unbinned maximum likelihood fit. As explained in section 3.3.4, the low-energy ER analysis
looked for the presence of solar axions, an enhanced neutrino magnetic moment, and bosonic dark mat-
ter. The XENON1T signal model for enhanced neutrino magnetic moment and bosonic dark matter was
used in XENONnT SR0 [214], whereas the solar axions signal was updated to include the Inverse Pri-
makoff effect [300]. The theoretical energy spectra were converted into reconstructed energy space by
accounting for detector efficiency (see section 6.3.4), and they were smeared using a skew Gaussian en-
ergy resolution described in section 6.4. The energy bias discussed in section 6.4 was propagated into
the expected signals.

The WIMP search was performed with cS1 ∈ (0, 100) PE and cS2 ∈ (126, 12589) PE. These ranges
correspond to Eer = (0.7, 14.3) keV, equivalent to Enr = (3.1, 60) keV. The SR0 WIMP physics search data
were interpreted using three-dimensional extended unbinned likelihoods. The parameter spaces consid-
ered were cS1, cS2, and the corrected radii of events. As discussed in section 1.3.1, the expected WIMP
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signal was derived. The differential rate for a given WIMP mass and cross-section was computed using
the Standard Halo Model parameters suggest in [27]. The theoretical differential rate was fed into the
detector response model, similar to the one described in [184] but optimized for XENONnT conditions in
order to derive the (cS1, cS2) expected distribution.

6.6.2 Backgrounds sources

The discussion on background sources, especially the ER components, is kept short since amore detailed
discussion is presented later in section 7.2.4.

The radioactive decays of 85Kr and 222Rn constitute the primary ER background sources in XENONnT.
The natKr is present in the atmosphere and contains a small isotopic fraction of 85Kr. During the procure-
ment of xenon, extracted from the atmosphere, a residual concentration of kryptonmixes with it. Through
RGMS measurement of xenon samples, the natKr content was measured to be (56 ± 36) ppq during SR0,
making it a sub-dominant background. Assuming 85Kr/natKr concentration as 2 × 10−11 (mol/mol) [301], the
RGMSmeasurement can be propagated for constraining the 85Kr activity [208]. Every detector component
emanates 222Rn into the xenon target. It is a concerning background due to its β emitter daughter 214Pb.
From the study of 218Po and 214Po α-decays, the 214Pb activity is constrained between (0.777± 0.006stat ±
0.032sys) μBq/kg and (1.691 ± 0.006stat ± 0.072sys) μBq/kg [208].

The 222Rn is the main background below 40 keVer, while above, the two-neutrino double-beta (2νββ)
decay of 136Xe becomes the dominant contribution [208]. The measured isotopic abundance in the xenon
inventory is equal to (8.97 ± 0.16) % (mol/mol), and it is used to constraint its contribution, assuming the
half-life measured by the EXO-200 collaboration [302]. Similarly, the double-electron capture (2νECEC)
decay rate of 124Xe can be constrained using the isotopic abundance, equal to (0.101 ± 0.006) % (mol/mol)
and assuming the half-life measured by the XENON1T experiment [215]. However, in the low-energy ER
analysis, this component was left free to vary without constraint [208]. Other unconstrained backgrounds
important for low-energy ER analysis are 133Xe and 131mXe, from neutron capture of 132Xe and neutron
inelastic scattering onto 131Xe during 241AmBe calibration, and 83mKr from calibration leftovers [208].

A background source important for both ER and NR regions are the neutrinos. The elastic scattering of
solar neutrinos on atomic electrons [104] constitutes a background component in the ER region, although
not dominant [208]. Solar, atmospheric, and diffuse supernova (DSN) neutrinos contribute to the NR back-
ground through CEνNS [103, 104]. These contributions were computed using the standard solar neutrino
fluxes and SM cross-sections [303, 304], considering the effect of electron-nucleus binding energy [305],
convolved with the detector response. A 10% uncertainty is assigned to the solar neutrino flux based on
the Borexino measurement [306].

The accidental coincidence background from random S1 and S2 pairing concerns both ER and NR
regions [208, 276]. It mainly affects the NR analysis since the distribution in (cS1, cS2) parameter space
partially overlaps with the NR band. However, due to the low drift field condition, the AC distribution
extends also in the ER region. The AC model is data-driven, constructed using unpaired S1s and S2s
samples from the physics data and randomly paired to build a high-statistics artificial data. The ACmodel
was validated against calibration data, e.g., 222Rn and 37Ar. A conservative 5% uncertainty on the expected
rate was derived from the validation.

The surface background are events happening near the TPC wall, originating from the 222Rn progeny
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plated out on the inner surface of the PTFE panels. These background events tend to lose a fraction of
their charge in the PTFE panels, resulting in a low charge-to-light ratio that might be misidentified as a
nuclear recoil. Furthermore, this loss of charge close to the wall leads to inwards bias in the position
reconstruction, causing the leaking of these events into the fiducial volume [93]. This type of background
is important for NR searches. In XENONnT a data driven approach using 210Pb and 210Bi events, from the
222Rn decay chain, was used to derive the (cS1, cS2, r, z) distribution. The wall model was validated using
the not-blinded physics search data below the NR band and with cS1 < 100 PE [276].

The neutrons constitute themost dangerous background for theWIMP searches since their interaction
features resemble the ones expected from WIMPs. They are produced by spontaneous fission or (α, n)
reactions in detector materials or cosmic muons interacting in the rock and concrete surrounding the
detector. The cosmogenic neutrons are suppressed using the veto system, while the radiogenic neutrons
require careful modeling. The estimation of neutron yields and energies originating from various detector
materials is based on the full chain simulation described in 6.5.1. The full chain simulation was tuned
using the neutron events from 241AmBe calibration data. Then, similar to [151], the material radioassay
results [201] were used as input in full chain simulation to calculate the energy and spatial features of the
radiogenic neutron background. The prediction was tested on a multiple scatter population in the physics
search data. The data-driven and simulation-driven predictions did not agree: the simulation predicted a
factor ∼ 6 smaller contribution, most likely due to underestimation of radionuclide concentration in the
detector materials. The origin of this discrepancy is an object of study in the collaboration. Following the
analysis plan, the data-driven rate estimate is used in the WIMP search [276].

6.6.3 Review of radiogenic ER material background prediction

Gamma radiations from the decay of long-lived radionuclides contained in the materials of the detector
contribute to the ER background budget via Compton interactions in the active target. While the X-rays are
efficiently suppressed thanks to the active shielding property of xenon, the higher energetic γ-rays have
high penetration length and can leak into the inner region of the TPC. The evaluation of their contribution
is fundamental for background prediction.

Following the same approach as in [307, 225], the decay of the radioactive isotopes and their daughters
were simulated using the Geant4 software. For each combination of material and radionuclide, O(108÷9)
parent nuclei were simulated uniformly within the respective detector component. As described in section
3.3.3, the concerning radioactive isotopes are 238U, 235U, 226Ra, 232Th, 228Th, 40K and their progenies, as
well as 60Co and 137Cs. Almost all the simulations were already performed for the XENONnT projection
study [151], except for the 238U nuclide. Due to incorrect treatment of the decay chain in the Geant4,
the simulations needed to be recreated. Due to time constraints, simulations were redone for detector
components with the highest contamination, namely the cryostats and the PMTs.

Geant4 outputs were processed using custom software called nSort, inherited by XENON1T. nSort
processes the simulated Geant4 events, merging subsequent energy depositions based on a data-driven
single-to-multi-site spatial resolution map. Therefore, the single site population can be selected based
on the number of energy clusters. Since the low-energy ER analysis and the WIMP search are performed
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with single-site energy deposition events, the spatial resolution map is fundamental for deriving a reliable
material background. At the stage of these analyses, this map was not yet derived. The knowledge from
XENON1T was used. However, using the not-validated map had a low impact on the ROIs of the analyses
since only single-site events are expected at energies ≤ O(100 keV), as it will be shown in section 7.1.3.

The single-site events occurring in the low-energy ER fiducial volume were then selected, and their en-
ergy spectrumwas smeared using the XENONnT energy resolution described in section 6.4. The smeared
energy spectrumwas normalized according to the equivalent simulated time Teff, namely the time needed
for the number of simulated events Nsim to occur in a real detector, computed as follows:

Teff =
Nsim

Mc × Ac
, (6.16)

whereMc and Ac are, respectively, the component mass considered and its specific activity (Bq/kg) of the
parent nuclei. Therefore, the expected rate is given by:

r =
Nss

Teff ×Mfv × ΔE
, (6.17)

whereNss are the simulated events reconstructed as a single-site occurring in the selected fiducial volume,
Mfv is the liquid xenon mass inside the fiducial volume, and ΔE is the analysis ROI.

For the specific activity Ac, the radioassay results from XENON1T and XENONnT screening campaign
were used [307, 225, 201]. The activities were updated considering the radionuclides decayed from the
screening day until the beginning of the SR0 (May 1st, 2021). The activities were then scaled according
to the exponential decay law, besides for 226Ra and 228Th. These two radionuclides belongs to 238U and
232Th decay chains, respectively. Therefore, as the 226Ra and 228Th nuclei decay, they are produced again
by the decay of the parent nuclei. This was considered in the analysis using the Bateman [308] equation
for the activity evolution. The Ac used for normalizing the material background are summarised in table
Tab.6.2. If no activity above the backgroundwas found in the radioassay, an upper limit at 90% confidence
level was given. As a conservative choice, this was used to normalize the relative spectrum. The error on
the specific activity can be propagated, through the Teff, into the expected energy spectrum and used to
constrain the material backgrounds. A detailed review of XENONnT material backgrounds can be found
in [307, 225].

The radionuclide most affected by the time elapsed is 60Co since it has a half-life (5.3 years [277])
comparable to the livetime of the experiment. Although the 60Co concentration has decreased compared
to screeningmeasurement, it remains one of the most abundant radionuclides in the materials, especially
in the stainless steel cryostats, making it the dominant contributor, followed by 40K. Similar to [208], the
total material energy spectrum in the low-energy ER fiducial volume can be considered flat below 140 keV
with an average rate estimated as (2.4 ± 0.4) events/(t × yr × keV).
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specific activity Ac [μBq/kg]

Component Mass [kg] 60Co 137Cs 40K 226Ra 228Th 232Th 235U 238U

Cryostat vessels 1169 3.1(0.4) 0.36(0.02) 2.11(0.7) 0.6(0.2) 0.3(0.3) 0.3(0.2) 0.4(0.3) 3(3)

Cryostat flanges 640 12.2(0.4) < 1 < 5 < 4 0.21(0.08) 0.4(0.1) 0.06(0.03) 1.4(0.6)

Bell and electrodes(1) 112 1.0(0.2) 0.17(0.02) 1.6(0.6) 0.5(0.2) 0.3(0.3) 0.3(0.2) 0.6(0.3) 3(2)

PTFE(2) 56 // < 0.03 2(1) 0.06(0.03) 0.1(0.1) 0.08(0.04) < 0.06 0.12(0.1)

Copper(3) 455 0.02(0.03) < 0.02 0.3(0.3) < 0.02 0.03(0.05) 0.03(0.05) < 0.3 0.80(0.01)

PMTs and bases(4) 98 0.57(0.06) 0.15(0.09) 1(3) 0.5(0.6) 0.4(0.2) 0.30(0.09) 0.4(0.1) 9(3)

nVeto PMT windows 113 < 1.67 < 6.91 750(70) 525(20) 555(40) 531(40) 30(8) 525(150)

Table 6.2: Radioactivity levels in μBq/kg adopted in the XENONnT SR0 for the detector components, with uncertain-
ties in parenthesis. Upper limits are given at 90% confidence level. The activities are averaged by mass over all the
individually simulated sub-components. (1)SS diving bell and SS frames of the electrodes. (2)TPC pillars, blocking
and sliding reflector panels, and PMT holders. (3)Support structure of the PMT arrays, support rings of the TPC, and
inner and outer field shaping rings. (4)The total mass corresponds to 494 PMTs and PMT bases.

6.7 Results
Both analyses used the full SR0 physics search data, which consists of 97.1 days. Given the slight dif-
ference in data selection used for the WIMP search compared to the low-energy ER analysis, the livetime
of the first one decreased to 95.1 days. As described in section 6.6.1, the estimated fiducial masses are
(4.37 ± 0.14) tons [208] and (4.18 ± 0.13) tons [276] for the low-energy ER analysis and WIMP search,
respectively.

The ER andNRblinded regionswere unveiled in two different periods. The ERbandwas revealed in July
2022 after validating the detection performances, e.g., efficiency, resolution, and acceptance as a func-
tion of the reconstructed energy. Before that, the ∼ 14.3 days of tritium-enhanced data were unblinded,
showing no evidence of a tritium-like excess. Therefore, the tritium was not included in the low-energy ER
background model [208].

The unblinding of the NR region occurred subsequently as soon as both recoil models showed good
agreement with the calibration data. The ER band fit was done using 220Rn and 37Ar calibration data,
whereas the NR bandmodel was derived by fitting the 241AmBe calibration data. Both fits were performed
within theWIMPROI [276]. The bandmodels are necessary to derive themicro-physicsmodel that governs
the scintillation process in the detector, from which the WIMP expected signal is derived. In Fig.6.22, the
XENONnT SR0 ER and NR bands in the (cS1; cS2) parameter space, extracted from calibration data, are
shown. The solid lines represent the median, while the dashed lines delimit the ±2σ region [276]. As
discussed in section 3.2, the ER band fraction below NR-mean is often used to characterize the sensitivity
for liquid xenon TPC: a larger leakage fraction means larger ER backgrounds in the region where WIMP
signals are expected. From the data-driven ER and NR band, the ER leakage was found to be ∼ 10−2 for
cS1 smaller than 100PE, corresponding to a discrimination power of ∼ 99% [309].
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Figure 6.22: In blue the 220Rn calibration data used for ER detector response characterization are shown, where in
red the 241AmBe calibration employed for NR detector response characterization are displayed. The solid lines repre-
sent the median response, while the dashed line delimits the ±2σ region. After accounting for the signal quenching,
the gray dashed lines show the ER energy scale and the equivalent NR.

6.7.1 Low-energy ER analysis results

The unbinned maximum likelihood fit in reconstructed energy space was performed by keeping the NR
region below ER median −2σ blinded. The result of the background-only fit is shown in Fig.6.23, and the
fit values are collected in Tab.6.3, as well as the constraints applied in the likelihood minimization. No
evidence of an excess above the background was found. Hence, the 90 % confidence level upper limits
on solar axions, an enhanced neutrinomagneticmoment, and bosonic darkmatter signals were estimated
from the background-only result [208]. The tritiumhypothesiswas also testedwith the SR0 physics search
data, and, like for the TED data, no evidence for 3H was revealed.

6.7.2 WIMP search results

As seen in section 6.6.1, the SR0WIMP physics search data were interpreted using an extended unbinned
likelihoods in (cS1, cS2, r), where r is the radius of the reconstructed event. Each background and signal
distribution were defined and normalized in this three-dimensional space. The likelihood includes two
science data terms, one for the events reconstructedwithin 4.45 cm from the perpendicular wires (on-wire
region) and one for the rest (off-wire region) [276]. Similar to [184], the likelihood includes a calibration
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Figure 6.23: In black the reconstructed energy spectrum of SR0 physics search data used in low-energy ER analysis
are shown. The background-only fit B0, the results of the sum of the components listed in the legend, is shown in
red. The subdominant AC background is not shown. Plot reproduced from [208].

Component Constraint Fit

214Pb (570, 1200) 960 ± 120

85Kr 90 ± 60 90 ± 60

Materials 270 ± 50 270 ± 50

136Xe 1560 ± 60 1550 ± 50

Solar ν 300 ± 30 300 ± 30

124Xe - 250 ± 30

AC 0.70 ± 0.04 0.71 ± 0.03

133Xe - 150 ± 60

83mKr - 80 ± 16

Table 6.3: Low-energy ER analysis fit constraint and the result of the background-only fit for each component in (1,
140) keV. Table reproduced from [208].

term that runs over the 220Rn calibration data. This is meant to constrain the ER band shape. Lastly,
several terms are constrained by independent measurements, e.g. AC expectation value, and these are
implemented as auxiliary Gaussian terms in the likelihood. Further details on the analysis approach can
be found in [276].
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The profile log-likelihood ratio, identical to the one used in the XENON1T WIMP search analysis [184],
was used as the test statistic for both testing signal hypothesis and for determining the confidence in-
terval. The inference procedure was decided before the unblinding. As suggested by the dark matter
community [310], only the upper edge of the confidence interval would be reported unless signal evidence
above 3σ is present in the data. Due to the low event rate, the test statistic distribution is obtained using
simulated datasets, where both the science and calibration were drawn from their model distributions.
The confidence intervals are constructed using the Feldman-Cousins approach [311].

Several signals from a wide range of WIMP masses were tested against the background-only hypoth-
esis. The DM search data in (cS1, cS2) parameter space used in SR0 are shown in Fig.6.24. The spatial
distribution can be found in [276]. The shaded regions represent the background components. The con-
tour region of a 200 GeV/c2 WIMP signal is also shown for reference.
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Figure 6.24: XENONnT SR0 data used WIMP search are shown as black points. The 1σ (dark) and 2σ (light) ex-
pected background regions are shown as reported in the legend. The color scheme follows the legend. The solid
purple lines represent the 1σ and 2σ contour level for the expected signal from a 200 GeV/c2 WIMP. Plot reproduced
from [276].

The signal strength was derived from the likelihood fit for each WIMP mass considered. In Tab.6.4
the number of events predicted for each background according to the best fit of the 200 GeV/c2 WIMP
hypothesis are collected. None of the tested WIMP signals were statistically significant [276].

Therefore, an upper limit is placed on the spin-independent WIMP-nucleon scattering cross-section at
90% confidence level [276]. To avoid limits better than the expected sensitivity due to large background
downward fluctuations, the limits are constrained following [312]. A conservative rejection power thresh-
old of 0.5, corresponding to the median unconstrained limit, was used in the SR0 WIMP search. The
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Component Constraint Fit

ER 134 135+12−11

Neutron 1.1+0.6−0.5 1.1 ± 0.2

CEνNS 0.23 ± 0.06 0.23 ± 0.06

AC 4.3 ± 0.2 4.32 ± 0.15

Surface 14 ± 3 12.0+0−4

Total Background 154 152 ± 12

200 GeV/c2 WIMP - 2.4

Observed 152

Table 6.4: Expected number of events according to the likelihood fit for events with cS1 ∈ (0, 100) PE and cS2 ∈
(126, 12589) PE. These numbers are valid for the SR0 lifetime. The constraints applied in the fit are shown with the
expected counts for the background component. The best-fit result for a 200 GeV/c2 WIMP is shown as well. The
local discovery significance, p=0.07, is not significant [276].

XENONnT constrained (unconstrained) limits derived in SR0 are shown in Fig.6.25 with solid (dashed)
black line, together with the 1 and 2σ sensitivity band. As a comparison, the limits from LZ [90] collabora-
tion and PandaX-4T [92] collaboration, as well as the XENON1T limit [93], are shown. The lowest 90% CL
upper limit achieved with SR0 is 2.58× 10−47 cm2 at 28 GeV/c2, for masses above ∼ 100 GeV/c2, the limit
is 6.08 × 10−47 cm2 × (mWIMP/(100GeV/c2).

As presented in section 1.3.1, WIMPsmay couple to the nuclear spin. Following the procedure of [313],
the spin-dependent interaction was investigated, assuming couplings to either protons or neutrons in the
nucleus. No significant excess above the background was observed, and similar to the spin-independent
search, a 90% CL upper limit on the coupling strengths as a function of WIMPmasses was set. The limits
are collected in [276].

6.8 Conclusions
The reported results of the first ER and NR blinded analysis of XENONnT science run 0 proves that sen-
sitive beyond standard model searches can be performed with the XENONnT detector, even though the
TPC was not operating at the design configuration. A good understanding of the detector response was
achieved. The improved simulation software was essential for this goal, thanks to which a fast and com-
plete detector characterization was possible.

The blind search of new physics in the low-energy ER region shows no excess above the background,
excluding the beyond SM interpretations of the XENON1T excess. Upper limits at 90 % confidence level
on solar axions, bosonic DM models, and solar neutrinos with an enhanced magnetic moment were
set. Additionally, the presence of tritium on top of the background-only hypothesis was rejected. The
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Figure 6.25: The XENONnT constrained SR0 90 % (CL) upper limit on the cross-section of WIMP-nucleon spin-
independent elastic scattering is shown with the solid black line, whereas the dashed line represents the uncon-
strained limit [276]. The green-yellow band shows the 1σ and 2σ distribution of 90 % median sensitivity according
to the background-only fit result. As a comparison, the limits from LZ [90] collaboration (cyan) and PandaX-4T [92]
collaboration (violet), as well as the XENON1T limit [93] (blue), are shown.

5.8× 10−26 (mol/mol) tritium concentration was excluded at 90% CL [208]. The average measured ER back-
ground rate within (1; 30) keVer is (15.8 ± 1.3) events/(t × yr × keVer [208], a factor ∼ 5 lower than the
predecessor XENON1T [214]. Among dark matter direct detection experiments, XENONnT achieved the
lowest background rate in this energy range. This result was made possible thanks to the meticulous
selection of each detector component and the suppression of the 85Kr and 222Rn levels by the upgraded
xenon purification system. For the first time, the ER spectral shape is mostly determined by 2νββ decay
of 136Xe and 2νECEC decay of 124Xe, two second-order weak processes. In addition, focusing on energies
below ∼ 10 keVer), the elastic scattering of solar neutrinos on atomic electrons constitutes the second
largest background component after the 214Pb.

For theWIMPsearch, also performed in a blinded fashion, the best fit to the SR0data is compatiblewith
the background-only hypothesis. The WIMP discovery p-value indicates no significant excess, leading to
90% CL upper limits on theWIMP-nucleon coupling strength. The achieved XENONnT sensitivity resulted
in a factor 1.7 improvement at WIMP mass of 100 GeV/c2 compared to XENON1T.

The long drift field poses some challenges to accidental coincidence background suppression. The
measured contribution in the WIMP search is approximately twice compared to XENON1T [93]. A dis-
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cussion within the collaboration has started to decide if it is worth stopping the data taking and opening
the detector to replace the electrodes. No decision has been made so far. Furthermore, the presence of
the perpendicular wires in the top electrode stackmade the characterization of the detector more difficult.
The design of future detectors needs to consider the XENONnT experience to avoid further complications.

The XENONnT veto system, particularly the new neutron veto, has surpassed the most optimistic ex-
pectations, helping to reduce the neutron background by a factor ∼ 3, with respect to XENON1T, in the
WIMP range of interest [188]. Even though the neutron background has been reduced, it remains larger
than the prediction. This difference is currently under investigation and a possible cause is a wrong es-
timate of radionuclide concentrations in the cryostats materials. Looking ahead, the neutron tagging
efficiency of the neutron veto will further improve with the gadolinium doping of the veto water.

I would like to conclude with a note on PMTs. The rigorous testing campaign, performed before the
TPC assembly, fundamentally impacted the XENONnT results. Their performances over time improved
with respect to XENON1T. Only the 3% of PMTs were removed from the XENONnT SR0 PMT list, whereas
in XENON1T, the 14% of the total PMTs were excluded [93].

130







7
Search for nucleon disappearance in 129Xe with the

first XENONnT science data

The XENONnT experiment was designed for dark matter searches, particularly in the form of WIMPs.
As was shown in previous chapters, the detector performance was optimized for a low energy range up
to O(100 keVer). However, the unprecedented background level achieved during the SR0 allows for the
investigation of additional physics channels at energies previously unattainable in XENON experiments.

This chapter presents the search for nucleon disappearance in 129Xe, using the SR0 XENONnT data.
This analysis aims to find hints for baryon number violation. These processes are fundamental for un-
derstanding the baryon asymmetry of the Universe. The analysis details are discussed in the following
sections: It consists of modeling the reconstructed energy spectrum up to 600 keV, with and without the
sought-after signals. The range of interest is far above the energy region for which XENONnT’s analysis
was optimized. This posed several challenges, including understanding the spatial resolution of multiple
energy deposits originating from the same interaction and the effect of data quality criteria over a wider
energy range than previous analyses.

The chapter is organized as follows: First, the preliminary analysis performed to verify the understand-
ing of the detector in a wider energy range than previous physics searches is presented, along with the
tools used for modeling backgrounds and signals; next, the details of the analysis with the XENONnT SR0
data are described, concluding with the results.

7.1 Preliminary studies before the analysis
Discussing the previous steps to validate the tools used is necessary to understand the analysis and
its complexity. This analysis resembles the low-energy ER analysis discussed in section 6.7.1, but the
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energy range is extended to 600 keV. Extending the region of interest involves several complications.
Above a few hundred keV, the probability of reconstructing multiple energy depositions from the same
interacting particle increases. Therefore, simulation softwaremust correctly replicate single- andmultiple-
site reconstruction properties to derive simulation-based energy spectra as well as efficiency loss due to
applied data quality criteria. In addition, due to limited computer resources, the full chain simulation,
introduced in section 6.5.1, was not usable for high-statistics simulations, such as radiogenic background
from detector materials. Therefore, an effective simulator was developed for this analysis. Its validation
with respect to the full chain simulation is fundamental for deriving reliable expectations for background
and signal energy spectra.

The analysis performed to validate the full chain simulation in the energy range of interest is discussed
in the next section. The effective simulator of XENONnT, called FastSimulator, is then presented, on which
several expected background and signal spectra are based.

7.1.1 Validation of full chain simulation

As shown in Fig.3.1, the γ-ray starts to be more penetrating above a few hundred keV. The most probable
interaction for photons at these energies is Compton scattering, for which not all the energy is deposited
in one interaction. Likewise, electrons become more penetrating, and the track they leave in the detector
becomes appreciable (O(1 mm)). Therefore, with increasing energy, the probability of multi-site energy
deposition increases. As this affects signal and background events, the single-site (SS) and multi-site
(MS) information, quantifiable by their ratio as a function of the energy, must be properly simulated in
the detector response. The validation of the detector response, performed with 220Rn calibration data, is
presented in the next paragraphs.

Data selection

The calibration data from 220Rn, through the decay of its daughter 212Pb, provide adequate data for study-
ing the characteristics of SS-MS. 212Pb undergoes a β-decay to 212Bi, with a Q-value of (569±18) keV [314].
212Bi can be produced in two excited nuclear states with energy (probability) of 415.3 keV (5.01(7) %) and
238.6 keV (81.5(10) %). The γ-rays from nuclear de-excitation are often reconstructed individually and
not with the prompt β particle1, producing true MS events in the detector. The remaining 13.7(10) % of
the time, the decay proceeds with only β emission, producing a low energy true single-site events. Thus,
212Pb provides both event topologies, which can be used to study the reconstruction performances. The
reported decay features are taken from [314].

Therefore, the data-driven single- and multi-site information was extracted from 212Pb and compared
against dedicated full chain simulations. As explained in section 6.5.1, the full chain simulation returns
data with a format processable by straxen. Therefore, the same data selection criteria applied to ordinary
data can be applied to full chain simulation output. Indeed, the 220Rn calibration and full chain simulation
datasets used for the validation study shared the same selections.

1The nuclear de-excitation occurs within a few picoseconds, not large enough to distinguish it from the β particle from a timing
point of view. However, the mean free path of the γ-rays is a few centimeters; therefore, it is large enough that the two energy
deposition sites are resolvable individually.
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The data quality criteria used were restricted to only those that showed a satisfactory match between
the two datasets in the parameter space in which they are defined. An exception wasmade for the S1 AFT
criterion, whichwas applied only to calibration data. This selection, which aims to rejectmis-reconstructed
events which have an unphysical fraction of S1 light collected by the top PMTs, was ∼ 10 % more ag-
gressive on full chain simulation data than on 220Rn calibration. As described in section 6.3.2, this is an
important data quality criterion for rejecting several unphysical events. This selection was included in
the analysis justifying it from its data-driven flat acceptance at ∼ 98 % over a wide energy range. The
acceptance derived from 220Rn calibration data, shown in Fig.7.1, was then accounted for in the full chain
simulation results.
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Figure 7.1: Data-driven S1 AFT acceptance, derived from 220Rn calibration data, as a function of the reconstructed
energy. The dashed horizontal lines represent the mean cut acceptance (red) and the 100 % acceptance (black).

The full cut list was: CUT_S1_MAX_PMT, CUT_S1_SINGLE_SCATTER, CUT_S1_NAIVE_BAYES, CUT_S1_AFT,
CUT_S2_RECON_POS_DIF, CUT_S2_NAIVE_BAYES, CUT_S2_WIDTH. Additionally, as it will be described in the
next paragraphs, the CUT_S2_SINGLE_SCATTER was used to distinguish SS from MS. An exhaustive dis-
cussion of each selection is presented in section 7.2.2. Additional selections were performed for each
validation study, and they are introduced in the following discussions.

Single-site and multi-site resolution

TheMS events can be defined based on the size of the secondary reconstructed S2 in an event waveform.
If the size of the secondary S2, also called alternative, is not larger than a few percent of the size of the
primary S2, the event is labeled as a SS. Otherwise, it is considered a MS event. In Fig.7.2, the selection
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criterion used in XENONnT to tag SS and MS events is shown. The S2 time width and the light pattern
in the PMTs can also be used to identify MS events, but they are less efficient in this energy range. The
analysis performed in this manuscript could be extended by including these parameters for SS and MS
discrimination.
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Figure 7.2: Two-dimensional histogram of 220Rn calibration data in the SS-MS discrimination parameter space. The
color gradients represent the per-bin density, as indicated by the color bars. The dashed red line represents the
selection criterion used in XENONnT SR0 to separate SS (below) from MS (above).

The ability to resolve MS events depends on the detector conditions and the data processing. If an
event is a pure SS interaction, no alternative S2 will be present2 and the classification is straightforward.
In the case of true MS events, if the interaction sites are too close in time and space, the S2s produced
will overlap, making the classification more difficult. The S2 overlapping probability depends on the drift
velocity, S2 size, and event depth. First, the faster the electrons reach the cathode, the lower the diffusion
of the electron cloud. Small diffusion translates to small S2 time width. Therefore, high drift velocity
means a more pronounced S2-peak shape, making it easier to distinguish multiple energy depositions.
This is also true comparing small sizes S2 with bigger ones. Furthermore, the S2 time width increases
with increasing depth for a given drift velocity. S2s, which are highly spread in time, may overlap in a larger
region, making their reconstruction more complicated. For proper detector response modeling, validating
the simulated SS-MS resolution as a function of the event depth is essential.

The SS-MS resolution is the minimum spatial separation between two energy depositions required to
reconstruct them individually. As explained previously, the SS-MS resolution depends on the event depth
since the diffusion broadens the S2s. Therefore, the minimum z separation (Δz) to reconstruct the true
MS events was investigated as a function of event depth.

2In the event waveform, the chance to have an accidental peak reconstructed as S2 is not null. However, the size of these
events is relatively small compared to the true S2 above a few tens of keV.
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The validation was accomplished by comparing the z-dependent SS-MS resolution between 220Rn cal-
ibration data and a dedicated full chain simulation data. Each simulated event consisted of two ERs with
varying energy up to 1 MeV, with a random separation in z to reproduce true MS events. The MS events
were selected by inverting the S2 SS selection, and the Δz was studied as a function of the event depth.
Fig.7.3 shows SS-MS resolutions based on simulation and data as a function of z. It is possible to con-
clude that if two consecutive energy depositions are separated in z by less than ∼ 1 cm, the event is
reconstructed as SS. The funnel shape marks the minimal Δz: True MS events with Δz within the funnel
are reconstructed as SS.
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Figure 7.3: With the blue-to-yellow color map are shown the MS 220Rn calibration data used to compute the mini-
mum Δz spatial separation between two energy depositions required to reconstruct them individually (the SS-MS z
resolution). The red points show the resolution obtained with a dedicated full chain simulation dataset. The y-axis
shows the event depth, while the x-axis shows the multiple energy depositions’ correspondent Δz. If two events
have a z separation within the white region, they will be reconstructed together. The limit of the data distributions
corresponds to the SS-MS spatial resolution.

The data- and simulation-driven resolutions are consistent with each other, although the simulation-
driven result foresees aworse resolution, particularly at the bottomof the TPC. Thedata-driven (simulation-
driven) minimal Δz separation to distinguish consecutive energy deposition goes from (0.46 ± 0.05) cm
((0.44 ± 0.08) cm) at the top of the TPC down to (1.40 ± 0.07) cm ((1.29 ± 0.06) cm) at the bottom of
the TPC. As a preliminary result, the full chain simulation replicates the correct SS-MS spatial resolution.
Ongoing studies aim to extend this analysis to higher energy, e.g., using 232Th calibration source, which
would improve SS-MS spatial resolution calibration and the simulated detector response.

135



Ratio of multiple-site to single-site events

To verify the reliability of the full chain simulation, the MS to SS ratio as a function of the energy was ana-
lyzed and compared against the data-driven ratio. Since theMS-SS ratio affects the signal and background
energy spectrum shapes, its validation is essential for a robust analysis.

This study used a sample of 6.2 × 107 Geant4 simulated 212Pb decays as an input for the full chain
simulation. At later stages of the analysis, it was realized that Geant4 uses different branching ratios for
the three states of 212Bi compared to the literature values: 11.89 % for the ground state, 83.034 % for the
238.6 keV excited state, and 5.0759% for the 415.3 keV excited state. As it will be discussed, this had an
impact on the validation.

The S2 SS selection criterion presented previously was used to separate the two populations. A very
tight fiducialization, equal to r ≤ 35 cm and z ∈ [−35;−130] cm, was used on calibration data to remove
the radiogenic background from detector materials as much as possible. Additionally, calibration data
reconstructed near the perpendicular wires were removed. The electric field simulation informs that the
drift field lines diverge below the perpendicular wires, pushing the electron clouds to one side or the other
of the wire. Therefore, the ionized charges from a single event can be split up to the point where multiple
S2s are reconstructed.

In the top panel of Fig.7.4, theMS and SS ratios as a function of energy are shown for calibration (blue)
and simulation (red) data of 212Pb, together with the statistical uncertainties propagated by the Poisson
fluctuations ofMS and SS for each energy interval. Both datasets show the same trend. The ratio is nearly
flat below 200 keV, steeply increasing approaching the energy of the first nuclear de-excitation decay of
212Pb. The energy at which the two ratios have the increasing step does not match exactly, as shown by
the drop around 240 keV in the bottom panel of Fig.7.4. Although it was not verified at the stage of this
analysis, the origin of this difference could be a different energy resolution in the full chain simulation. A
second change in slope is observed around the second nuclear de-excitation decay. The large errors at
high energy are due to a lack of statistics. Due to their high relative uncertainty, the data points above
500 keV were not considered for the comparison. Overall, the data- and simulation-driven MS-SS ratios
agree, but a constant offset of ∼ 3% is present between the two curves as shown in the bottom panel of
Fig.7.4. This constant offset can be interpreted as if full chain simulation reconstructs (2.8±0.4) % fewer
MS for the same number of events than the calibration data.

Several hypotheses were put forward. For instance, the difference could be attributed to additional
components in the calibration data with a flat MS-SS ratio, e.g., 85Kr or 136Xe, which were not considered
in the full chain simulation. At the stage of this analysis, these hypotheses were not proven or disproven.
Further studies and additional validation for the full chain simulation must be conducted to understand
the origin. The offset ∼ 3 % was used as a systematic uncertainty in the MS-SS ratio for the simulated
spectra to avoid signal and background modeling bias.

Single-site energy spectrum shape validation

The SS energy spectra from calibration data and full chain simulation were compared using the 212Pb data
sets previously introduced. In the top panel of Fig.7.5, the 212Pb energy spectrum from 220Rn calibration
data (blue) and full chain simulation (red) are shown. The spectra were normalized to have an area equal
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Figure 7.4: The MS-SS ratio as a function of the energy from 212Pb data (blue) and full chain simulation (red) is
shown in the top panel. The percentage difference between the two curves as a function of the energy is shown
in the bottom panel. The dashed orange lines represent the average (2.8 ± 0.4) % difference, whereas the orange
region shows the ±1σstd region. The grey points above 500 keV have a high relative error due to the lack of statistics,
and they were omitted from the comparison.

to 1. The error bars are derived from the Poisson fluctuation of each energy bin. In addition, the full chain
simulation errors also include the 3 % systematic uncertainty discussed previously. Two regions, high-
lighted in gray, were excluded from the comparison. In the first region, around ∼ 160 keV, the calibration
data has an excess due to 131mXe decay3, which was not included in the full chain simulation. The second
region, around the first nuclear de-excitation decay of 212Pb, was excluded due to the evident mismatch.
As seen in the MS-SS ratio, the origin of this difference could be attributed to the different energy res-
olutions of the simulation and measured data. Additional studies are ongoing to validate the full chain
simulation further.

In the bottom panel of Fig.7.5, the relative difference between the two spectra expressed as a percent-
age is shown. From the spectra, one notices a negative offset in the naked β region and a positive offset
in the β plus γ-ray region. The mean of the relative difference below and above 200 keV is shown with an
orange dashed line, whereas the orange regions represent the standard deviation. The observed displace-
ments are (−12±2) % and (6±1) %, respectively. The differences are likely due to the branching ratio used
in Geant4 to simulate the decay. An ongoing analysis, not included in this work, will test this hypothesis.
This study laid the foundation for precise BR measurements for 212Pb and 214Pb decays with XENONnT
using calibration data, the results of which can be used to constrain Pb decays in physics searches where
they represent a background.

3The isomeric state of 131Xe is produced via neutron inelastic scattering during the neutron calibration performed before the
radon calibration.
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Figure 7.5: 212Pb spectra from 220Rn calibration data (blue) and full chain simulation (red), normalized such to have
an area equal to 1, are shown in the top panel. The bottom panel shows the relative difference between the two
spectra, expressed as a percentage and a function of the energy. The grey regions were omitted in the spectrum
comparison. The two orange dashed lines below and above 200 keV show the average relative difference between
the two shapes., whereas the orange region represent the ±1σstd region.

Concluding remarks

The recommended 212Pb branching ratios will be implemented in the XENONnT Geant4 model, and new
simulationswill be produced. Thesewill be used to validate the full chain simulation further. Nevertheless,
the current status is promising, and the comparison is already sufficiently good: The SS-MS reconstruction
performances are captured well from the full chain simulation, as shown by the SS-MS spatial resolution,
and, in addition, a similar MS-to-SS ratio was obtained between the calibration data and the full chain
data, despite a constant offset of 3%. All this motivates the use of this tool in the nucleon disappearance
analysis.

7.1.2 The effective simulator: FastSimulator

The full chain simulation could produce all the energy spectra needed in the analysis. However, the com-
puter resources available during this study were not sufficient to obtain significant statistics of each back-
ground and signal component (O(108) Geant4 events). Therefore, a more efficient approach was used as
it was done in XENON1T [297]. Compared to the full chain simulation described in section 6.5.1, this
approach, called FastSimulator, consists of skipping the WFsim and, instead, propagating the quanta pro-
duced by EPIX through the S1 and S2 light collection efficiency maps and applying an event clustering
based on SS-MS z-resolution.

In summary, the simulation steps are:
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1. Geant4 propagates the particles in the detector geometry and simulates their interactions. The
energy deposited in each interaction step, interaction locations, timings, and types of interaction are
propagated to the next step;

2. The EPIX software [282, 225] processes Geant4 outputs with a micro-clustering algorithm based on
the DBSCAN (Density-Based Spatial Clustering of Applications with Noise) algorithm [315], which
groups the energy depositions in the xenon within ∼ 5 μm, which is the xenon micro-physics recom-
bination scale that has been shown to reproduce the xenon response to deposited energy [180]. Af-
ter the pre-clustering, primary photons and electrons are generated using the NEST package [172].
As seen in the previous chapters, the production of photons and electrons for each energy de-
position requires the electric field intensity at the interaction position and the type of interaction.
The latter one is propagated from Geant4 simulation, while the first one is provided using COMSOL
Multiphysics® [268] electric field simulation map [266];

3. Ultimately, the FastSimulator software simulates the detector-dependentmacro-clustering of nearby
S2s through a decision tree classifier [316]. The classifier uses the number of electrons of two con-
secutive event steps, their interaction depth, and their z separation as input [317]. If the events are
merged, the number of electrons and the deposited energy propagated from Geant4 are summed.
At the end of the macro-clustering, only the two clusters with the highest number of electrons per
simulated event are saved4. In contrast, since light propagation is faster than the PMT readout, the
number of photons produced at each interaction step is always summed. Finally, the light collection
efficiencymaps, the average single PE spectrum, and, only for the charge signals, the single electron
gain are applied to the resulting numbers of photons and electrons to retrieve S1s and S2s. Even-
tually, the signals are corrected for the spatial dependence of the detector response (see section
6.2.2), and cS1s and cS2s are extracted.

The S2 single site selection criterion seen previously can be applied to the FastSimulator S2 and al-
ternative S2, and the SS events can be selected. Then, their Geant4 energy can be used to obtain the
expected energy spectrum. The energy can also be retrieved from the simulated cS1 and cS2. However,
the Geant4 energies showed better agreement with the data, probably due to a suboptimal quanta gener-
ation model. A new emission model is currently being tested instead of the default NEST model, which
can help improve the simulation of S1 and S2. The effective XENONnT detector response used in this
analysis is summarized in the flowchart shown in Fig.7.6 where the main steps are represented, including
the FastSimulator.

The FastSimulator was validated against the full chain simulation using the 212Pb energy spectrum.
The 212PbGeant4 simulations used in the previous studies were processedwith FastSimulator. The shape
of the SS energy spectrum was compared with the full chain simulation spectrum presented in the previ-
ous section. Before the comparison, the FastSimulator energy spectrum was smeared using the energy
resolution described in section 6.1. The smeared energy spectrum was then convolved with an empiri-
cal description of the observed energy bias (see section 7.2.2). In addition, selection efficiency must be
taken into account. In contrast to energy resolution and energy bias, a different derivation of selection

4Straxen does not save more than two S2s. For consistency, only two energy clusters are saved in FastSimulator. This is a
topic of discussion in the collaboration whether to change it or not.
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Figure 7.6: The XENONnT effective simulator workflow used in the nucleon disappearance analysis. Via the Geant4
toolkit, the simulated particles are propagated in the detector geometry, and their interactions are simulated. The en-
ergy released and particle tracking information are given as input to EPIX software which applies a clustering based
on xenon micro-physics and generates the number of photons and electrons. Eventually, FastSimulator software
process the EPIX output by applying a clustering that simulates the single- and multi-site detector reconstruction
properties and generates the S1s and the S2s based on nγs and ne−s and the effective detector response maps. The
diagram has been inspired by from [225].

efficiency was used in this analysis than what was discussed in section 6.3.4. Unlike the low-energy ER
analysis and the WIMP search, where the selection efficiency was derived by applying the N-1 method to
calibration data, in this study, it was derived using the full chain simulation. The N-1 procedure was applied
to 212Pb full chain simulation data to obtain the acceptance of each cut (see section 7.1.1), except for the
S1 AFT cut for which the data-driven acceptance was used. The selection efficiency of the S2 SS cut was
omitted in the total efficiency since it is applied on top of the FastSimulator output. Then, the cumulative
cut acceptance as a function of the energy was convolved with the detection efficiency. The solid red line
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in Fig.7.7 shows the total selection efficiency, and the colored region represents its uncertainty. Themulti-
step decays of 212Pb are often reconstructed together, leading to larger S2 width than the pure β decay.
As a result, approaching energies of 200 keV, the S2 width selection has worse acceptance, producing
a decrease in the efficiency. The efficiency drop at a few keV instead is due to the detection efficiency.
Moving from ∼ 5 kev to ∼ 1 keV, the ability to detect events drops rapidly from ∼ 100 % to ∼ 10 %. The
efficiency returns to 1 above ∼ 569 keV, the 212Pb spectrum endpoint, where no 212Pb events occur. A
more in-depth discussion is present in section 7.2.3.
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Figure 7.7: 212Pb simulated-driven selection efficiency as a function of the energy. The colored region represents
the selection efficiency uncertainty. A more in-depth discussion is present in section 7.2.3.

Once the total selection efficiency was accounted for in the FastSimulator output, the SS energy spec-
tra were compared. In the top panel of Fig.7.8, the 212Pb energy spectra are shown, normalized such that
their area is equal to 1. The red markers represent the full chain simulation, whereas the dark purple ones
show the FastSimualtor spectrum. The error bars include the statistical uncertainty and the MS-SS ratio
systematic uncertainty. The bottom panel shows the residual in units of σ =

√
δ2FCS + δ

2
FS, where δ are the

uncertainty mentioned earlier. Here FCS stands for full chain simulation and FS for FastSimulator. The
residuals are well contained in the 1σ (green) and 2σ (yellow) bands, ensuring the shape’s similarity. There-
fore, the FastSimulator replicates the results of full chain simulation in energy space and can be used as
an alternative tool in combination with simulation-driven efficiency to construct signal and background
expectations.
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Figure 7.8: 212Pb SS spectra from full chain simulation (red) and FastSimulator (dark purple) are shown in the top
panel. The spectra are normalized such that their area is equal to 1. The error bars include the statistical uncertainty
and the MS-SS ratio systematic uncertainty. The bottom panel shows the residual as a function of the energy. The
green and yellow horizontal bands show the 1σ and 2σ regions.

7.1.3 Updates on the radiogenic background from detector materials

Section 7.1.3 showed the expectation of radiogenic background from detector materials used in the low-
energy ER analysis. That expectation was derived using nSort software, which utilized an SS-MS spatial
resolution inherited fromXENON1T based on different electric drift field conditions [151, 215]. This section
will present the expectation derivedwith FastSimulator in the fiducial volume of the low-energy ER analysis
and the comparison with the previous result.

The material background simulations were processed using FastSimulator. The SS events occurring
in the low-energy ER analysis fiducial volume were selected, normalized following Eq.6.17, and smeared
according to the energy resolution discussed in section 6.1. As examples, in Fig.7.9, the expected SS
energy spectra of 60Co and 226Ra before and after updating the SS-MS spatial resolution are shown. Be-
sides the SS selection and the low-energy ER analysis fiducialization, no selections were applied to the
datasets. The wiggles at low energies are due to the statistical uncertainty of events that reach the inner
part of the TPC volume. These are due to the not optimal number of primaries Geant4 simulated events.
Ideally, a higher number of Geant4 events is preferable; however, it was not possible during this analysis
due to storage constraints. As shown in Fig.7.4, the MS-SS ratio implies that events below a few hundred
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of keV are reconstructed as a single site. This was also true for the previous simulation. Indeed, the two
methods present no significant difference at low energy. Approaching the MeV scale, the spectra start
to deviate from each other. The difference is expected since the outdated SS-MS spatial resolution was
based on a higher drift field and, therefore, on a better spatial resolution.
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Figure 7.9: Comparison of 60Co and 226Ra single-site energy spectrum before (dashed black) and after (solid blue)
having updated the SS-MS spatial resolution.

Fig.7.10 shows the total radiogenic background expectation frommaterials of the detector in the low-
energy ER analysis fiducial volume. The expected rate below 140 keV, namely the low-energy ER analysis
region of interest, is equal to (2.5±0.5) events/(t × yr × keV), where the uncertainty is derived as described
in section 7.1.3. The updated expectation is consistent with the one derived using nSort based on the
XENON1T experience [215, 151, 297], equal to (2.4 ± 0.5) events/(t × yr × keV) (see section 7.1.3).

7.2 Analysis of nucleon disappearance in XENONnT
In this section, the analysis details are discussed. First, the expected signals are presented, then the data
used for analysis are outlined. Next, the background model and the statistical framework utilized in the
analysis are delineated. The results of a binned likelihood fit performed in the energy space are presented
at the end of the section.

7.2.1 Expected signals

The signal models consist of the SS energy spectrum of the radioactive decay of daughter nuclei originat-
ing after the disappearance of the nucleon or di-nucleon in 129Xe. Similar to the DAMA/LXe search [143],
the channels investigated are p, nn, and pp correspondent to search for the decays of 128I, 127Xe, and 127Te,
respectively.

The signal models were generated using 108 Geant4 events processed with FastSimulator. From the
FastSimulator output, it is possible to retrieve the MS to SS ratio, which is important for correctly inter-
preting the number of events attributed to the investigated process. The 3 % offset observed between
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Figure 7.10: The solid black line shows the expected SS material spectrum in the low-energy ER analysis fiducial
volume (∼ 4.37 t), equal to the sum of the contribution of the isotopes listed in the legend. The expectations are
derived using FastSimulator, normalized using the method described in section 7.1.3, and smeared according to the
energy resolution discussed in section 6.4. The wiggles at low energies are due to the statistical uncertainty of
events that reach the inner part of the TPC volume.

the data- and simulation-driven MS-SS ratio was used here as a systematic uncertainty. The simulated
SS energy spectrum was smeared using the skew-Gaussian energy resolution given in section 6.4, which
is described by the skewness α - dimensionless - and scale w - dimension of energy - parameters as a
function of the reconstructed energy as follow:

w
E
=

a
E
+ b α = c × E(d+1) (7.1)

where the parameters a, b, c, and d are (37.2±0.4)×10−2 keV, (4.36±0.06)×10−3, (1.999±0.006) keV−(d+1) ,
and (−1.256 ± 0.002), respectively. Moreover, the simulated SS energy spectrum was scaled accordingly
to the selection efficiency (see section 7.2.3), and convolved with the energy bias (see section 7.2.2).

The spectra were normalized using the approach described in section 7.2.4. These normalizations
were used as initialization in the fit. To calculate the Teff in Eq.6.16, the specific activity Ac is required.
This is computed from the DAMA/LXe lifetime τ upper limit at 90% C.L. [143]. Lifetimes are for nucleon
or di-nucleon decays, while normalization is required per nucleus. Therefore, Ac needs to be multiplied by
the effective number of nucleons Neff = Nobj × λobj whose decays lead to the searched nuclei (see section
2.2.2). The values of τ and Neff are listed in Tab.2.3. Then Ac is computed as follows:

Ac =
NA × η
MXe

× 1
τ
× Neff (7.2)

where NA is the Avogadro number (6.02214076× 1023 mol−1 [318]), η is the isotopic concentration of 129Xe
(26.4% (mol/mol) [156]), and MXe is the xenon molar mass (131.293 g mol−1) [154].
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128I

As a result of p disappearance, 129Xe is converted to 128I. With a half-life of 24.99 minutes, 128I decays to
128Xe93.1(8)%of the time via βdecay, with an endpoint of 2123.4MeV. The remaining 6.9(8)%of the time,
the decay occurs via electron capture (EC) to 128Te [319]. The β+ decay is allowed but strongly suppressed
(total β+ intensity: 0.0026(4) % [319]). The subsequent X-ray cascade or Auger electrons following the EC
lead to peaks in the measured energy spectrum: the K-shell EC is responsible for the peak at 31.82 keV,
and the L-shell EC produces a peak at 4.9 keV [320]. Fig.7.11 shows the expected energy spectrum of 128I.
The spectrum consists of SS events, corresponding to (90 ± 3) % of the total events. The MeV region,
where MS events are easier to reconstruct, contains the discarded multiple scattering events.

127Xe

The nn disappearance in 129Xe produces 127Xe. It decays 100 % of the time via EC to 127I, with a half-life
of 36.4 days [321]. The 127I is produced 53 % of the time in a 203 keV excited state, while the remaining
47 % of the time the decay populates a 375 keV isomeric state of 127I [321]. Another excited state exists
at 618.4 keV, but it is populated with a sub-percent probability [321]. Subsequent nuclear de-excitation
occurs mainly by single or multiple γ-rays and secondarily by internal conversion. The αT, namely the
probability that the transition takes place by ejecting any orbital electron, is 11% and 2% for 203 keV and
375 keV isomeric states, respectively [321]. Following the EC, a cascade of X-rays or Auger electrons is
emitted. The combination of the latter processes with the nuclear de-excitations generates several peak
features in the energy spectrum up to the Q-value of 662.3 keV [321]. These multi-step decays are such
that the portion of MS events is significant. The SS events correspond to (80 ± 3) % of the total events.
The expected 127Xe SS energy spectrum is shown in Fig.7.11.

127Te

The pp disappearance in 129Xe would produce 127Te. With a half-life of 9.35 hours, it decays via β emission
100% of the time to 127I. The 127I can be produced in 4 different existing states, followed by single or mul-
tiple γ-rays. The preferred mode of decay is to the ground state, with a branching ratio of 98.79 %. Only
one decaymode to the 417 keV isomeric state of 127I state has a branching fraction larger than 1%. There-
fore, its energy spectrum resembles a simple featureless β spectrum with an endpoint of 703 keV [321].
Being almost a pure β process ensures that most events are SS. Indeed, only (1 ± 3) % of the decays are
reconstructed as MS. The expected 127Te SS energy spectrum is shown in Fig.7.11.

7.2.2 Data selection

The data used for the nucleon disappearance analysis includes the low-energy ER analysis data (97.1
days) and the data acquired with a different xenon recirculation mode (14.3 days). Referring to Fig.6.1, the
additional physics search data considered are in the region labeled asGetter bypassmode. A threshold for
light and charge signals was applied tominimize AC contamination: Similar to the low-energy ER analysis,
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Figure 7.11: Expected SS energy spectra of 128I, 127Xe, and 127Te decays in XENONnT, expressed as events/(t ×
yr × keV). The spectra are derived using FastSimulator and convolved with energy resolution, bias, and selection
efficiency. The normalization is computed from the DAMA/LXe lifetime limits of p (τp, lim > 1.9×1024 yr), nn (τnn, lim >

1.2 × 1025 yr), and pp (τpp, lim > 5.5 × 1023 yr) disappearance in 129Xe, respectively [143].

events with at least 3 PMTs contributing to S1, and S2 ≥ 500 PE were considered. The energy of each
event was reconstructed using the same g1 and g2 detector parameters adopted in the low-energy ER
analysis. Similarly, the energy resolution, based on the skew Gaussian model (see Eq.7.1), was used in
this analysis.

As discussed in section 6.1, an energy bias (ΔE/E) exists due to the extracted g1 and g2 parameters.
The bias was estimated by fitting the known mono-energetic lines in the reconstructed energy space and
assuming a linear background. The fit is performed using skew Gaussians for the low energy 37Ar and
83mKr lines, while a normal Gaussian distribution is considered for the remaining peaks. This choice is
consistent with the skewness trend observed in the energy resolution study (α < 0.6 in Eq.7.1 for energy
> 150 keV). As an example, the fit performed for the full absorption peaks of 214Bi (1120.3 keV [211]),
60Co (1173.2 keV and 1331.5 keV [277]), and 40K (1460.8 keV [278]) is shown in Fig.7.12. Since another
contribution from 214Po nuclear de-excitation at 1377.6 keV [211] was not considered, the energy bias
extracted from the second 60Co peak was not used to derive the empirical model.

The empirical model (F(Etrue) = A × arctan(Etrue × k)), extracted through a χ2 fit, is shown with the
dashed black line in Fig.7.13. The fitted values are reported in the legend. The white region indicates the
region of interest for the nucleon disappearance analysis. The events within the low-energy ER analysis
fiducial volume (∼ 4.37 t) were used such that the full absorption peaks of the high energy γ-lines from
the detector materials were more pronounced, e.g., 208Tl from 232Th decay chain or 214Bi from 238U decay
chain. This model is propagated into the background and signal spectra to account for the energy bias. In
particular, the expected energy spectra are derived as a function of the true energy. This is then translated
into reconstructed energy by adding the bias predicted by the empirical model to each energy bin. Next,
the spectrum is interpolated and evaluated in the original energy binning.
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Figure 7.12: Example of the fit performed for the full absorption peaks of 214Bi (1120.3 keV), 60Co (1173.2 keV,
1331.5 keV), and 40K (1460.8 keV). The fit, indicated by a solid red line, was performed with the data, shown in blue,
contained in the white region. The data uncertainties were derived from the per energy bin Poisson fluctuation. The
best-fit energies, shown in the legend, were used to calculate the energy bias.

The energy range of interest goes from 1 keV to 600 keV. The energy threshold at 1 keV is fixed by
the S1 detection efficiency. At this energy, the efficiency is 10 %, and it increases steeply, reaching 100 %

above 5 keV. The impact of S2 reconstruction efficiency is negligible. It is expected to be ∼ 100 % in the
energy range considered [208]. The upper bound at 600 keV was chosen from the β spectrum endpoint
of 212Pb. As discussed in section 7.1.1, this nuclide was used to validate the full chain simulation. The
signal outside the energy range of interest is less than 1% for 127Xe and 127Te and 62% for 128I.

The fiducial volumes in the previous analyses cannot be used in this energy range. Any spectrum
features above ∼ 160 keV would be obscured by Compton scatters of the high energy γ-rays from detector
materials. The selection of the fiducial volume for the nucleon disappearance analysis was informed
by the pseudo-significance Z = S√

B
, where S is the expected number of signals and B is the expected

number of background events in the range of interest. The expected signal is proportional to the number
of 129Xe nuclei and, therefore, to the fiducial mass Mfv. Then, the pseudo-significance can be expressed
as Z ∝ Mfv/

√
B [322].

The predicted spatial distribution of the background, consisting of the contributions of the simulated
materials plus the intrinsic backgrounds within the low-energy ER fiducial volume, is shown in Fig.7.14. In
the central regions of the TPC, where only the intrinsic backgrounds contribute to B, Z reaches the max-
imum. With the fiducial volume increasing, more and more background events from detector materials
are included in B, and Z decreases. The pseudo-significance Z was studied as a function of r2 and z given
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Figure 7.13: The measured energy bias ΔE/E as a function of true energy using low energy mono-energetic lines
and full absorption peaks from detector materials. The energy bias extracted from the 1331.5 keV γ-line of 60Co was
not used (see the discussion in the text). The bias model is shown with a black dashed line. The green (yellow)
region represents the model’s 1σ (2σ) uncertainty. The white region indicates the range of interest for the nucleon
disappearance analysis.

the simulated spatial distribution of the backgrounds. Starting from a reference cylinder at the center of
the TPC, Z was scanned in the two dimensions considered. Three volumes, with masses equal to 1 t, 2 t,
and 3 t, were considered as shown in Fig.7.14. At a later stage of this analysis, a discrepancy was noted
in the MeV region in the spatial distribution of material backgrounds between the data and the simulation
in the outermost region of the TPC, probably due to incorrect normalization. Even though the range of
interest of this analysis is not affected by this mismatch, it was chosen to limit the fiducial volume to the
low-energy ER analysis fiducial volume to avoid any overestimation of Z.

As shown in Fig.7.15, the 1 t fiducial volume lies in the regionwith the highestZ, whereas volumes above
3 t have a small pseudo-significance. The scan of Z suggests small volumes where the contributions of
the detector materials are negligible. However, considering that most of the expected signals are below
300 keV where backgrounds are less penetrating (see section 7.2.1), the 2 t fiducial volume was chosen.
This also ensures high data statistics (total number of events equal to 33969), essential for the binned
likelihood fit to be robust. Then, the analysis was performed with events occurring in a cylindrical volume
with r < 47.5 cm and z ∈ [−130,−25] cm. Accounting for possible charge-insensitive regions, the mass
was estimated to (2.04 ± 0.16) t.

A series of selection criteria are applied to the data to select the SS population, reduce the poorly
reconstructed events, reject unwanted topologies or unphysical events, such as AC events, and improve
the overall quality of selectedS1 andS2pairs. TheXENONnTSR0selection criteriawere developed for low-
energy analysis, andmost of them showed significant differences in the energy range considered between

148



the full chain simulation and calibration data in the parameter space in which they were defined. Since
the efficiency lost due to the selection criteria applied to the data is based on the full chain simulation,
a good match between the simulated and real data is necessary. Otherwise, the acceptance based on
the simulation may be misestimated. As explained in section 7.1.1, an exception was made for the S1
AFT criterion for which the 220Rn data-driven efficiency was used. In Tab.7.1, the selections used in this
analysis are collected with a brief description. The first four selections, listed in the table, act as live time
reduction, and they do not enter into the selection efficiency.

7.2.3 Total selection efficiency

The efficiency as a function of the reconstructed energy is required to derive reliable background and
signal models. The efficiency acts on the expectation in two ways: the expected counts and the shape of
themodel. The total efficiency consists of detection efficiency and selection efficiency. The first efficiency
is given by the ability to reconstruct light and charge signals given the threshold applied on S1 and S2. As
discussed in section 6.3.4, S1 reconstruction efficiency dominates the detection efficiency. The selection
efficiency depends on the selection criteria applied, and contrary towhat has been done so far in XENONnT,
it was derived using the full chain simulation. As described in section 6.3.4, an iterative approach was
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Figure 7.14: Two-dimensional simulated spatial distribution of the SS background as a function of r2 and z. Only
the region inside the low-energy ER fiducial volume was considered: the grey region was excluded in this analysis.
The three fiducial volumes considered and the reference volume from which the pseudo-significance scan was
performed are shown.
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Table 7.1: Data selection adopted in the nucleon disappearance analysis. The table reports the name of the selec-
tions and their description.

CUT_DAQ_VETO Reject events that are too close to a hardware veto start or stop.

CUT_INTERACTION_EXIST Simple cut to select (S1; S2) events.

CUT_VALID_TRIGGER Selection which ensures that at least either the main S1 or main S2 is
considered a triggering peak. Otherwise, this is most likely an accidental
coincidence. Note that the full name is cut main is valid trigger peak

CUT_RUN_BOUNDARIES Removes events that are too close to the boundaries of a data acquisition
period (a run), for which some event information could be lost.

CUT_S1_MAX_PMT Reject events in which a PMT contributes most of the entire S1 area,
mainly due to spurious PMT light emission or PMT after-pulses. It ef-
fectively rejects AC events. The selection threshold varies with the depth
of the TPC: Towards the bottom of the TPC, events are more localized,
and the threshold is less rigid.

CUT_S1_SINGLE_SCATTER This selection checks if an alternative S1 in an event waveform exist to
form a valid S1 and S2 pair. If so, the event is removed. The selection
rejects mis-reconstructed events and MS.

CUT_S1_NAIVE_BAYES This selection is based on the probability that a reconstructed S1 is a
true S1. The probability is assigned by a Naive Bayes Classifier, a su-
pervised machine learning algorithm trained on WFsim, which classifies
peaks as S1-like or S2-like. It targets mis-reconstructed events and re-
jects AC events at low S1 areas.

CUT_S1_AFT Rejectmis-reconstructed events comparing the observed fraction of light
collected by the top PMT array, given the (x;y;z) position, with the ex-
pected one derived by a data-driven map. Particularly effective in reduc-
ing the AC population. The criterion has been developed in the scope of
this thesis (section 6.3.2).

CUT_S2_SINGLE_SCATTER Basedon the size of the alternative reconstructedS2, it rejectsMSevents.
This criterion was discussed in section 7.1.1.

CUT_S2_RECON_POS_DIF Using the three reconstruction algorithms, this selection rejects events
when the reconstructed positions are too different. It mainly targets mis-
reconstructed events.

CUT_S2_NAIVE_BAYES Identical to the S1-based cut, but based on S2 features. It rejects events
with poorly reconstructed S2s.

CUT_S2_WIDTH The deeper the event, the larger the S2 width due to the electron cloud
diffusion during the drift. This selection rejects events with unusual S2
width for the position where they have been reconstructed. Due to the
presence of perpendicular wires, which distorts the electron cloud trajec-
tory, the rejection threshold has two definitions depending on whether
the events are reconstructed near or far from the wires. It rejects MS, AC,
and unphysical events.
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Figure 7.15: Pseudo-significance scan in r and z. The three fiducial volumes considered are shown. The colored
lines show the boundary for exposures from 0.4 t × yr to 0.9 t × yr, computed given a 111.4 days livetime.

applied to 220Rn calibration data in the low-energy ER analysis. This cannot be used here since 220Rn
calibration provides generalized data only for the low energy region where the naked 212Pb β events occur.
Above ∼ 200 keV, where the first de-excitation transition starts to occur, these data no longer represent all
backgrounds and signals. Then, the acceptance derived using the data-driven method cannot be applied
to all spectrum components in the energy range of interest. This is mainly due to the S2 single site and
S2 width criteria. The multi-step decay of 212Pb and 214Pb produce a true multi-site population, which
can be properly reconstructed from the data processor, resulting in a higher loss from the S2 single site
selection. The multi-step decays are often reconstructed together, leading to a substantially large S2
width. Therefore, the S2 width selection applied to 212Pb and 214Pb shows a higher efficiency loss than
the remaining background events as well as the purely single-site signal events.

Section 7.1.1 showed that the full chain simulation replicates the single-to-multiple site populationwell.
Similarly, the simulated S2 width was validated with the same data as a function of the event depth [323].
All of which motivates using the full chain simulation to derive the selection efficiency for each back-
ground and signal component. Producing enough simulated statistics for each component, however, is
not feasible. Then, the simulated selection efficiency was derived for 212Pb (3.8 × 106 events) and 214Pb
(6.2 × 107 events), and a dedicated simulated SS dataset for the remaining components, which are ex-
pected to produce pure SS events. The latter data consist of 107 Geant4 simulated β particles homoge-
neously distributed in the TPC volume with random energy up to 800 keV. At these energies, the electrons
have a mean free path which is smaller, or at most comparable, to the SS-MS spatial resolution, which
spans from ∼ 0.4 cm at the top of the TPC to ∼ 1.4 cm at the bottom. Therefore, these events make an
excellent SS-simulated dataset.
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The simulated events within the 2 t fiducial volume were selected, then the efficiencies of each cut
reported in Tab.7.1 were computed applying the N-1 procedure in the reconstructed energy space, with
5 keV binning, after verifying that no cuts were correlated with any other selection criteria. For the S1
AFT cut, the data-driven efficiency was used. The uncertainties for each selection were computed with
the Clopper-Pearson method [271]. This method of calculating uncertainty is based on the binomial dis-
tribution and relies only on the number of events per bin. No potential systematic effect due to the full
chain simulation was included in the uncertainty derivation. A study in this direction is currently underway
within the XENON collaboration and will help better understand the simulation-driven selection efficiency
and simulated detector response. Next, the individual selection efficiencies were convolved together, and
the uncertainties were summed in quadrature. The cumulative selection efficiency was interpolated with
a spline to provide more suitable curves for the analysis, and the average semi-difference between upper
and lower uncertainties propagated as curve uncertainties. Lastly, the cumulative selection efficiencywas
convolved with the detection efficiency to define the total selection efficiency.

The three simulation-driven total efficiencies in the range of interest, with and without S2 SS selection,
are shown in Fig.7.16. The colored regions represent the uncertainties. At low energy, the three curves
agree with each other, whereas above O(200 keV) the different decay topology leads to a decrease for
212Pb and 214Pb as expected.
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Figure 7.16: Total efficiencies with their uncertainty band for the β, 212Pb, and 214Pb full chain simulations. The
efficiencies are shown with (left), and without (right) the S2 SS criterion considered. The decay topology of 212Pb
and 214Pb leads to the presence of true MS events, which are responsible for the observed high-energy decrease
in the efficiency plot on the left. The detection efficiency is included, and it is responsible for the decrease at low
energy.

Since the S2 SS selection is performed directly on the output of FastSimulator, the spectra derived
with it were scaled using the simulation-driven efficiency without the effect of this selection criterion. As
shown in the next section, this is the case for the 212Pb and 214Pb backgroundmodels. FastSimulator was
also used for the radiogenic background of the detector materials and signals investigated. Therefore,
the total β efficiency without the S2 SS criteria was used for them. The remaining background models
were derived from theoretical calculations and were scaled with the β total efficiency with the S2 SS cut
applied.

152



7.2.4 Background model

The background model for the nucleon disappearance analysis consists of eleven components, which
can be reduced to three groups: elastic scattering of solar neutrinos with the atomic electrons, intrinsic
radioactive isotopes (radioactive isotopes dissolved in the xenon itself), and radiogenic background from
detector materials. This section presents every component and the expected reconstructed5 SS energy
spectrum in the nucleon disappearance analysis. A summary of the background model is provided at the
end of the section.

Radiogenic background from detector materials

As extensively discussed in section 7.2.4 and in section 7.1.3, γ radiation produced by the decay of ra-
dionuclides in the detector components such as 60Co, 40K, and 137Cs as well as 235U, 238U, and 232Th,
contributes to the total background budget in the energy range of interest via Compton scattering. The
238U and 232Th decay chains were split at 226Ra and 228Th, respectively, to account for possible decay
chain disequilibrium. Their contribution was derived using the FastSimulator and normalized using the
activities measured during the radioassay campaign after scaling them to account for the exponential
decay of nuclei from the time of measurement to the onset of SR0. The scaled activities and their uncer-
tainties have been shown in Tab.6.2. The 90% confidence level upper limit was used as the contamination
value if no activity above the background was found in the radioassay measurements.

Fig.7.17 shows the radiogenic background from detector materials in the region of interest of this anal-
ysis. The summed contribution from each isotope and detector component is shown with a solid black
line. Limiting energies below 600 keV, 60Co is the predominant component due to its high concentration,
especially in the cryostat. Unphysical features are present in the low-energy region because of low simu-
lation statistics. For energies below ∼ 200 keV, the γ-rays have a low probability to reach the inner part of
the TPC. Given the tight fiducialization performed, to have a highly populated spectrum in the low-energy
region, the Geant4 primaries need to be increased significantly. Since there is no reason not to expect
a flat spectrum from Compton scatters at these energies, the total material background below 250 keV,
i.e., where the spectra are dominated by statistic uncertainties, was approximated with a constant value
equal to the average expected rate. To avoid discontinuity in the spectrum shape, the connection between
the flat part and the rest of the spectrum was smoothed with a Savitzky–Golay filter. The approximated
spectrum is shown with a dashed black line. The radioassay uncertainties can be propagated into the
normalization and used to constrain the spectrum, as described in section 7.1.3. However, given the com-
plications added by smoothing, it was decided to leave the approximate total background of the material
free in the inference. These complications can be overcome by increasing the number of Geant4 primaries
- currently O(108) - to populate the low-energy region withmore event. Nevertheless, this was not possible
due to storage restrictions at the time of this analysis.

5Reconstruction should be understood to mean that energy resolution, energy bias, and the effect due to total selection
efficiency are convolved in the theoretical energy spectrum, whether or not derived from simulations.
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Figure 7.17: Expected SS radiogenic background from detector materials in the nucleon disappearance analysis,
expressed as events/(t × yr × keV). The total SS simulated spectrum, equivalent to the sum of the nuclides listed in
the legend, is shown with a solid black line. The spectrum is approximated at low energy as a flat contribution, as
shown by the dashed black line.

214Pb and 212Pb

The 214Pb is currently themost relevant background in xenon-based darkmatter detectors at lowelectronic
recoil energy. Similarly, 212Pb constitutes a source of background, but it has been shown to have a smaller
contribution [208, 214]. They both belong to a radon isotope decay chain. Respectively, 214Pb is produced
from 222Rn, whereas 220Rn decay leads to the creation of 212Pb. These radon nuclides originally belong to
238Uand 232Th decay chains contained in small traces in all materials. Thus, the radon atoms continuously
emanate into the xenon target from the detector materials [324].

The decay chains are shown in Fig.7.18. 214Pb (212Pb) is created after two consecutive α decays, start-
ing from 222Rn (220Rn) and passing through 218Po (216Po). Then, they decay via β to 214Bi (212Bi) generating
the dangerous events. The bismuth nucleus undergoes β decay to 214Po (212Po) which decays immedi-
ately after to 210Pb (208Pb, stable) with a half-life of 164.3 μs (300 ns). The 210Pb slowly disintegrates
with 22.3 years half-life via β decay forming 210Bi. The decay chain stops after an α decay to 206Pb. The
primary radon α decays have significantly different half-lives: 3.8 days for 222Rn and 55.8 s for 220Rn. A
similar time difference is also present in the following α decays. Therefore, 214Pb builds up more in the
active target than 212Pb, constituting a more dangerous background source. Several techniques are used
to mitigate radon contamination, and they have already been discussed in section 3.3.3. These methods
successfully lower the radon concentrations to O(μBq/kg) level. Thanks to the low concentration and
the long half-life, the β decay from 210Pb is not a source of concern. Also, 214Bi is not expected to raise
particular concern since its decay is observed in coincidence with the subsequent α decay. This allows
for a high rejection efficiency for this type of event. At the time of this analysis, the rejection of 214Bi was
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not calculated yet. However, previous analyses have shown a rejection larger than 99.8% [302, 325]. As-
suming the same rejection, the 214Bi can be omitted from the background list. The same argument is also
assumed for 212Bi. The 220Rn decay chain information have be taken from [326, 327, 314] and from [210,
328, 211, 329] for the 222Rn decay chain.
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Figure 7.18: Decays chain of 238U and 232Th, progenitors of 214Pb and 212Pb, respectively. Scheme inspired
from [324] and data taken from [330].

The characteristics of the decay of 212Pb have already been presented in section 7.1.1. The decay
of 214Pb is similar but has excited states with higher energies. With a half-life of 27.06 minutes, 214Pb
undergoes a pure β decay only 12.7(9)% of the time. For ∼ 87% of the time, excited states of the daughter
214Bi are populated. The available states are 295.2 keV (39.0(5) %), 351.9 keV (45.5(7) %), 533.68 keV
(1.063(18) %), 893.0 keV (2.75(8) %). Another two levels at 258.87 keV and 888.7 keV are allowed, but
with negligible probability (0.075(20) % and 0.015(4) %). The spectrum endpoint is at 1019 keV [211].

Contrary to low-energy ER analysis, which considered only the 214Pb β decay to the ground state derived
from theoretical calculation [208], the simulated spectrum was used in this analysis for both 212Pb and
214Pb nuclei. The expected SS energy spectra were derived using FastSimulator fed with 3.8 × 106 and
6.2×107 Geant4 primaries homogeneously distributed in the TPC volume for 212Pb and 214Pb, respectively.
As mentioned in section 7.1.1, it was realized at a late stage of the analysis that Geant4 uses a different
branching ratio (BR) for the 212Pb decay compared to the one suggested in the literature. The spectrum
utilized was simulated considering BR of 11.89 % for the ground state, while 83.034 % and 5.0759 %

for the excited states of 238.6 keV ad 415.3 keV, respectively. Currently, the corrected BRs are being
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implemented in the XENONnT Geant4 simulation framework, and a new 212Pb expected energy spectrum
will be produced. The analysis will be performed again, however, as it will be explained in the following
paragraphs, this is not expected to have a significant impact on inference since 212Pb is a subdominant
background, given its low concentration in the xenon volume.

The spectra were normalized following the prescription in section 7.1.3. The activity of 214Pb can be
constrained by measuring the α-activities from 218Po and 214Po α-decays, parent and daughter of 214Pb
in the decay chain, respectively. Similarly, the upper bound on the concentration of 212Pb can be derived
from the α-activities of previous α-decays from 220Rn and 216Po. The subsequent α-decay from 212Po can
be used as a lower bound. However, no measurements were available at the stage of this analysis. In
conclusion, in SR0, the activity bounds were estimated to be [331]:

– A218Po = (1.69 ± 0.07) μBq/kg;

– A214Po = (0.78 ± 0.03) μBq/kg;

– A220Rn = (0.080 ± 0.002) μBq/kg;

– A216Po = (0.078 ± 0.002) μBq/kg.

The reason why the measured activity of 218Po is roughly half that of 214Po lies in the fact that 214Pb
has a sufficiently long half-life to migrate to the outer region of the detector, plating out on the PTFE walls
so that part of the decay signal is lost. The 214Pb activity in the fiducial volume is expected to lie between
the twomeasured activities, therefore A214Pb was constrained within A216Po +δA216Po

and A214Po−δA214Po
, and

the average between A216Po and A214Po was used as initial value in the fitting. In contrast, the 212Pb activity
cannot be limited within a range. So, it was left free in the inference and initialized with the average value
of A220Rn and A216Po.

In Fig.7.19 the expected energy spectra of 214Pb and 212Pb in the nucleon disappearance analysis range
of interest are shown. The wiggles at low energy in the 212Pb spectrum are due to the low simulated
statistics. The spectrum was linearly interpolated to avoid nonphysical features that might invalidate the
fit.

85Kr and solar ν

Natural Kr (natKr), present in the air, contaminates the xenon during the air liquefaction process utilized to
obtain it. As a result, the xenon inventory contains the fission product 85Kr, which is present in atmospheric
krypton as a result of human-made nuclear activities [332]. It decays via β-emission to the ground state
of 85Rb 99.463(10) % of the time with 10.73 years half-life and an endpoint of 687.0 keV. It can also decay
to an excited state of 85Rb, at the energy of 514.0 keV, but the probability is low (0.434(10) %) [209]. The
same theoretical spectrum as the low-energy ER analysis was used.

Even though it is a subdominant background thanks to the cryogenic distillation deployed in XENONnT [206],
the expected activity over timewas constrained by combining themeasured isotopic abundanceof 85Kr/natKr
(2 × 10−11 (mol/mol)), based on seasonal measurements of 85Kr activity in the LNGS air of 1.4 Bq/m3 [208],
with three dedicated RGMS measurements [207] of xenon samples taken during SR0. In Fig.7.20 are
shown the RGMS measurements (black points) and the linear time evolution model (dashed black line),
together with 1σ (green) and 2σ (yellow) uncertainty bands derived from the covariancematrix of the fitted
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Figure 7.19: Expected background from 212Pb (coral) and 214Pb (salmon) in the nucleon disappearance analysis.
The 214Pb is shown as a band with the edges representing the limits imposed on the activity. On the contrary, 212Pb
is displayed as a continuous line since it was not constrained. The wiggles present at low energy, due to statistical
uncertainties, are removed by interpolating the spectrum below 200 keV.

model [333]. A slight concentration increase was observed. The increase can be due to a small air leak
((4.30±3.26)×10−6 mbar l/s) or due to PTFE outgassing [333]. The average concentration over the period
considered (red point) was used to normalize the spectrum, and the error propagated into the inference as
a constraint. The estimated value is (59± 15) ppq, where ppq is 1× 10−15 (mol/mol). The low concentration
value makes the contribution of 85Kr subdominant in the range of interest.

The elastic scattering of solar neutrinos with atomic electrons of the xenon target produces a con-
tinuous ER background. The spectrum in energy space is taken from the low-energy ER analysis. The
standard neutrino flux in the Large Mixing Angle Mikheyev-Smirnov-Wolfenstein (LMA-MSW) model, to
account for the neutrino oscillation both in the vacuum between the Earth and the surface of the Sun and
in the medium between the solar surface and core [303, 304], is convolved with the SM cross-section
considering electrons bound to nuclei instead of the free electron approximation [305]. The predominant
contribution arises from pp neutrinos, followed by 7Be neutrinos. Together they contribute 98 % of the
neutrino-ER induced events [151]. The former has a continuous spectrum ended at 420 keV, whereas 7Be
neutrinos have two discrete energies: 862 keV (89.6 %) and 384 keV (10.4 %) [334]. A 10 % uncertainty
is assigned to solar neutrino flux based on the Borexino measurement [306]. Due to the small cross-
section, the events are expected to be only single-site. This background contribution is subdominant over
the energy range of interest.

The expected 85Kr and solar ν energy spectra are shown in Fig.7.21. The effect of the atomic binding of
electrons is responsible of the stepping features at low energies in the solar neutrinos spectrum, whereas
the drastic change in slope at ∼ 260 keV indicates the energy endpoint of pp neutrinos contribution [335].
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Figure 7.20: Time evolution of natKr concentration (η in ppq = 1 × 10−15 (mol/mol)) during SR0. The black points are
the RGMS measurements, while the dashed black line shows the concentration model over time, with 1σ (green)
and 2σ (yellow) uncertainty bands. The average concentration over the period considered is shown in red.
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Figure 7.21: Expected background from 85Kr (olive) and solar ν (seagreen) in the nucleon disappearance analysis.
They are displayed as bands whose edges represent the size of relative uncertainties discussed in the text.

136Xe and 124Xe

Having successfully reduced 222Rn concentration, the shape of background models within (40; 140) keV
is governed by two second-order weak processes: the 2νββ of 136Xe and 2νECEC of 124Xe [208]. Both
can be constrained by using xenon isotopic abundance measurements performed in situ with a residual
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gas analyzer [336] and the half-lives published in literature. The measured 136Xe abundance is (8.97 ±
0.16) % (mol/mol), while an abundance of (0.101 ± 0.006) % (mol/mol) was measured for 124Xe. The half-life
adopted for 2νββ of 136Xe from EXO-200 is (2.165±0.016stat±0.059sys)×1021 years [302]. Themost recent
half-life estimate for 2νECEC of 124Xe from XENON1T is (1.1 ± 0.2stat ± 0.1sys) × 1022 years [215]. Contrary
to the low-energy ER analysis, the 2νECEC of 124Xe was constrained in the fit.

The two electrons emitted by 2νββ decay are expected to scatter almost immediately in the decay’s
proximity, leading to a continuous SS population with the sum of the electron energies. As in the low-
energy ER analysis, the average spectrum between the higher-state dominated (HSD) model [337] and
the single-state dominated (SSD) model [338] was used. The total relative uncertainty in the expected
spectrum is 3.7 %, which includes a 1.5 % relative uncertainty for the different theoretical shapes of the
HSD and SSDmodels, a 2.8% relative uncertainty in the EXO-200 half-life, and a 1.8% relative uncertainty
in the measured abundance [208].

In 2νECEC decay, two inner-shell electrons are captured simultaneously when two protons in the nu-
cleus are converted into neutrons, producing two undetected neutrinos. A characteristic cascade of X-rays
and Auger electrons follows the filling of the shell vacancies by outer orbital electrons. Themost probable
transition of the KK-capture leads to a 64.3 keV characteristic line, whereas the peaks at 37.29 keV and
10.01 keV are due to the KL-capture and LL-capture, respectively [215]. Given the low energy involved, the
events are reconstructed as SS. The total relative uncertainty in the 2νECEC decay rate is given by the sum
in quadrature of the XENON1T half-life relative uncertainty (18 %) and the measured abundance relative
uncertainty (5 %). The energy spectrum adopted is discussed in [215]. The expected signals from 136Xe
and 124Xe in the energy range considered are shown in Fig.7.22.
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Figure 7.22: Background expected from 2νββ decay and 2νECEC decay of 136Xe (orange) and 124Xe (yellow), re-
spectively, in the nucleon disappearance analysis. They are displayed as bands whose edges represent the size of
relative uncertainties discussed in the text.
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Neutron activation backgrounds and 83mKr

Three background components considered were produced during neutron calibration. 131mXe and 129mXe
are activated by inelastic neutron scattering, whereas 133Xe is produced by thermal neutron capture on
132Xe. Themetastable states decay via internal conversion (IC).These decays induce twomono-energetic
backgrounds at 163.9 keV and 236.1 keV for 131mXe [339] and 129mXe [340], respectively. While 131mXe de-
excites in one step, 129mXe has an intermediate energy level of 39.6 keV. However, this level has a half-life
of ∼ 0.97 ns, so the two transitions are resolved together. Given the energy considered, the events are
expected to be mostly SS. 133Xe undergoes a β-decay to an excited state of 133Cs, whose de-excitation
leads to an 81 keV prompt γ-ray. The de-excitation occurs within a few ns. Therefore, the two decays are
reconstructed together, resulting in a continuous SS spectrum starting at 81 keV [341].

These xenon isotopes have sufficient half-lives to appear in the physics search data. Respectively,
the half-lives are: 11.8(4) days for 131mXe [339], 8.88(2) days for 129mXe [340], and 5.2475(5) days for
133Xe [341]. A time-dependence study was performed in a 4 t cylindrical fiducial volume [151], combining
calibration and physics search data. The rate evolution over time in specific energywindowswasmodeled
to infer the presence of neutron-induced backgrounds. The windows are given by the energy of the peak
±2σE, where σE is given by the energy resolution (see Eq.6.12). For 133Xe, which has no peak, the region
within (80, 120) keV was used. By modeling the rate evolution as an exponential decay plus a linear
background, it was possible to prove their presence in the physics search data. The 241AmBe source
was moved around the outer cryostat during the calibration. Therefore, the neutron flux entering the TPC
was not constant. In particular, the source was placed outside the neutron veto calibration in the center
part of the calibration. As a result, no activation was observed. Afterward, the source was moved closer
to the cryostat, and the number of events in the three energy regions investigated increased again. These
two activation periods were accounted for in the models. In Fig.7.23 are shown the models derived with
their uncertainty bands. The fitted half-lives (χ2/degrees of freedom) for 129mXe, 131mXe, and 133Xe were
(7.2 ± 0.5) days (1.57), (11.3 ± 0.8) days (2.2), and (5.4 ± 0.5) days (1.1), respectively. The half-lives of
131mXe and 133Xe agree with the literature values. Instead, the value derived for 129mXe has some tension
with the commonly adopted (8.88 ± 0.02) days [340]. The reason is not yet understood; the hypothesis
is that it is due to a wrong assumption of linear background below the exponential decay. Studies are
ongoing to improve the modeling. Since the descriptions are not sufficiently accurate (see χ2/degrees of
freedom), the neutron-activated background activities were left unconstrained in the inference.

Other xenon isotopes are activated during neutron calibration. However, given the short half-lives
and the lack of evidence in the rate evolution modeling approach, they were not considered. Specifically,
reference is beingmade to 125Xe and 137Xe. One of the searched signals, 127Xe, can be produced by thermal
neutron capture on 126Xe. As shown in section 7.2.1, 127Xe has a prominent line at 234.2 keV which should
lie below the 129mXe peak. No evidence was found using the rate evolution modeling approach if two
exponential decays were used to fit the same data utilized for the 129mXe study. However, this study was
performed with data before mid-august. Additional studies have to be performed, including the remaining
period.

Two other approaches can be used to estimate the production of 127Xe during neutron calibration.
Comparing the abundance of 132Xe (26.9% (mol/mol)) and 126Xe (0.09% (mol/mol)) and the thermal neutron
capture cross-sections, equivalent to 0.4 barn [342] and 3.8 barn [343], a factor ∼ 31 less 127Xe nuclei were
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Figure 7.23: Temporal evolutionmodel with 1 and 2 σ band uncertainties of neutron-induced background rate based
on an exponential plus linear background fit of 129mXe (blue), 131mXe (orange), and 133Xe (red). The ratewas extracted
in specific energy windows given by the energy of the peak ±2σE, where σE is given by the energy resolution (see
Eq.6.12). For 133Xe, which has no peak, the region within (80, 120) keV was used. The Poisson standard deviations
were used as errors for the extracted rate. The calibration periods, e.g., 241AmBe, are shown as reported in the
legend.

produced compared to 133Xe during the neutron calibration. Considering the 133Xe activity inferred from
the rate evolution model at the end of 241AmBe calibration, equal to (196± 11) nBq/kg, the expected 127Xe
activity is (3.8 ± 0.2) nBq/kg. Despite the low value, this activity implies O(100 events) in the nucleon
disappearance data. In the context of low-energy ER analysis, the production of 127Xe was estimated via
Geant4 simulation. This study assessed a conservative activity at the end of 241AmBe calibration equal to
(15 ± 2) nBq/kg which implies O(300 events) in the nucleon disappearance data [344]. These estimates
are conservative because they do not include nuclei decayed during calibration. Both point towards a
presence of 127Xe, even though no clear evidence was observed in the rate evolution model approach.

The last component of the background originates from the leftovers of 83mKr calibrations, whose tails
in rate appear in the physics search data. This source was used every two weeks during SR0 to monitor
the detector performance, derive detector parameters, and develop selection criteria. Knowing the period
when the source was introduced into the detector and its half-life, a time-based cut could be used to
further suppress this background, without any significant impact on exposure. However, this component
is not dangerous for any of the sought signals. Therefore, no dedicated cuts were used. The associated
background was modeled as a monoenergetic peak at 41.5 keV.

The expected signatures in the energy space from these decays are shown in Fig.7.24. The spectra are
normalized with the following activities: 15 nBq/kg (129mXe), 59 nBq/kg (131mXe) and 0.35 nBq/kg (133Xe).
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These activities, equal to the average activities in SR0 derived from the temporal evolution models, are
used as initialization in the inference. No temporal evolution model was derived for 83mKr. Therefore, a
conservative activity of 1 nBq/kg was used as initialization. No constraints were derived for these com-
ponents; therefore, they were left free to vary in the inference.
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Figure 7.24: Expected background in the energy space from 133Xe, 129mXe, 131mXe, and 83mKr. The normalization of
xenon isotope is informed by the temporal evolution models, whereas a conservative activity of 1 nBq/kg was used
for 83mKr.

Other not-considered backgrounds

As in the low-energy ER analysis, 125I was not considered. This isotope is produced from 125Xe decay [345].
In the context of the low-energy ER analysis, the presence of 125I (59.4 days half-life) was tested in the TED
data, and the result was consistent with zero. Likely, the reason lies in the updated cryogenic recirculation
where the xenon is purified faster than before and 125I is removed efficiently before it can decay, as already
observed in XENON1T. If the 125I is removed by the purification, so is 128I. However, assuming a reasonable
purification speed of 1 day6 (notice that the entire liquid xenon mass is exchanged every 2 days), possible
128I nuclei (24.99 minutes half-life) have several half-lives available for decaying before getting removed
from the purification. Therefore, no reduction has been assumed for this nuclide.

Moreover, 37Ar and 3H were not part of the background model. 37Ar is found in small quantities in
the atmosphere, and then it can be mixed with the xenon during the distillation process. It is generated
by the cosmic bombardment of atmospheric argon, mainly via the spallation process 40Ar(n, 4n)37Ar but
also via neutron capture on 36Ar. Atmospheric 37Ar can also be produced from cosmic rays starting from
calcium via 40Ca(n, α)37Ar [346]. No significant traces are expected to be present in the xenon inventory
due to the extensive distillation of krypton, which also removed argon, performed during the commission-
ing phase [347]. Furthermore, all the xenon inventory has been underground for years, so no cosmogenic

6In XENON1T it was estimated to be of O(10 days) [264].
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activation is expected. The remaining possibility for 37Ar to enter the xenon volume is detector air leak-
age. This was estimated to be negligible from the Kr concentration evolution. In the same way, 3H can
be cosmogenically produced in many materials by several production channels [348]. Owed to its long
half-life of 12.32 years [349], it can enter the xenon volume through material outgassing. In addition, 3H
is naturally present in H2O and H2, which are outgassed continuously from the detector materials into the
xenon volume. To mitigate outgassing, the XENONnT detector was under a long evacuation before filling
with xenon. Similar to 125I, in the context of low-energy ER analysis, no traces of 3H and 37Ar were found
in the SR0 physics search data [208].

Background model summary

The backgroundmodel has been discussed thoroughly in the previous paragraphs. The independentmea-
surements and the knowledge gained from other analyses were used to derive the normalization for each
component and the constraints for some of them. In Tab.7.2 the backgrounds considered, their origin,
and the information used for their normalization are reported. If available, the constraints are listed as
well.
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Components Origin Normalization Constraints

Materials Radioactive nuclei in
detector materials

Activities from radioassay
scaled from the day of the

measurement till the beginning
of SR0

212Pb 220Rn, emanated
from detector
materials

0.078 μBq/kg, average
α-activities of 220Rn and 216Po

214Pb 222Rn emanated
from detector
materials

1.286 μBq/kg, average
α-activities of 218Po and 214Po

Flat constraint
[0.747, 1.761] μBq/kg, lower
(upper) limit from α-activity

of 214Po (218Po) minus
(plus) its uncertainty

85Kr By-product of
human-made nuclear
activities, present in

xenon from air

RGMS measurements, average
concentration of
59 × 10−15 (mol/mol)

25 % relative uncertainty in
the concentration

Solar ν pp and 7Be (98 %),
other (2 %)

Standard neutrino flux in the
LMA-MSW model convolved

with SM cross-section,
accounting for atomic electron

binding energy

10 % relative uncertainty in
the neutrino flux

136Xe Intrinsic isotope in
the xenon inventory

EXO-200 T1/2 = 2.165 × 1021 yr,
measured concentration in
XENONnT of 8.97% (mol/mol)

3.7 % relative uncertainty
from theoretical shapes (1.5

%), half-life (2.8 %) and
abundance (1.8 %)

124Xe Intrinsic isotope in
the xenon inventory

XENON1T T1/2 = 1.1 × 1022 yr,
measured concentration in

XENONnT of 0.101% (mol/mol)

18.7 % relative uncertainty
from half-life (18 %) and

abundance (5 %)
131mXe Inelastic neutron

scattering
59 nBq/kg, average activity in
SR0 derived from the temporal

evolution model
129mXe Inelastic neutron

scattering
15 nBq/kg, average activity in
SR0 derived from the temporal

evolution model
133Xe Thermal neutron

capture
0.35 nBq/kg, average activity in
SR0 derived from the temporal

evolution model
83mKr Leftovers of 83mKr

calibrations
1 nBq/kg

Table 7.2: Background sources considered in the nucleon disappearance of 129Xe analysis. The references are
reported in the text.
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7.2.5 Statistical framework

The observed energy spectrum was fitted using the maximum likelihood method considering the number
of events per bin according to the Poisson distribution. The relevant likelihood function L for a histogram
having b bins labeled by the index i running from 1 to b is:

L(®y; ®n) =
b∏
i=1

e−yi y ni
i

ni!
, (7.3)

where yi and ni are the numbers of expected and observed events after applying detector and selection
effects, ®y = (y1, y2, ..., yb), and ®n = (n1, n2, ..., nb). Following [350], another statistic can be constructed
from Eq.7.3 using the likelihood ratio test for the goodness-of-fit theorem. Since the first derivative of L,
used to estimate the parameter of interest, would not be affected by any multiplicative factor, Eq.7.3 can
be divided by the constant termL(®n; ®n), where yi is replaced by itsmodel-independentmaximum likelihood
estimation ni:

λ =
L(®y; ®n)
L(®n; ®n)

(7.4)

Taking the natural logarithm converts λ into the form of a general χ2 statistic [351]:

χ2λ = −2lnλ = −2lnL(®y; ®n) + 2lnL(®n; ®n) = −2
∑
i

(
yi − ni + ni ln

(ni
yi

))
(7.5)

The ”Poisson likelihood χ2” asymptotically obeys a χ2 distribution for large data samples. Therefore,
the minimization of χ2λ can be used for point estimation, as well as interval estimation and goodness-
of-fit [352].

Each component of the background and signal searched f contributes to the number of events pre-
dicted by the model. A scaling parameter rj is assigned to each component j such that the expectation in
the ith bin can be written as:

yi =
components∑

j
rj × fi, j , (7.6)

where fi, j is the expected event rate per bin of the j component of the model, either signal (s) or back-
grounds (b) normalized to a specific activity, and ®r = (rb, 1, rb, 2, ..., rs, ..., rj) are the scaling parameters
derived from the χ2λ minimization. In this context, the parameter of interest is rs, whereas the remaining
®rb = (rb, 1, rb, 2,..,rj-1) are the nuisance parameters. Ancillary terms are considered in χ2λ to constrain the
nuisance parameters whenever a constraint is available. Section 7.2.4 presented the independent mea-
surements (ck ± δck) available to restrict some parameters rk. These are introduced in the minimization
routine as Gaussian penalty terms as follows:

constraints∑
k

( rk − ck
δck

)2
(7.7)

an exception is made for 214Pb which instead is constrained within an interval. For a summary of the
constraints ck and their uncertainties δck refers to Tab.7.2. Summing all the ingredients, the χ2λ object to
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minimize is:
χ2λ = −2

∑
i

(∑
j

(
fi, j × rj

)
− ni + ni ln

( ni∑
j
(
fi, j × rj

) )) +∑
k

( rk − ck
δck

)2
, (7.8)

where the index i runs over the bins, the index j represents the background and signal components, and
the index k is for the constraint terms.

The search for new phenomena - in this case, the baryon violation process - follows the description
provided by [353]. The test statistic for the discovery of positive signal q0 is used to quantify the level of
agreement with data of the signal hypothesis H1, compared to the background-only hypothesis H0. The
test statistic q0 is computed as follows:

q0 =

{
−2lnλ(0) r̂s ≥ 0

0 r̂s < 0
(7.9)

where r̂s is the best fit of the parameter of interest, whereas λ(0) is the likelihood ratio defined as:

λ(0) = lnL(rs = 0,
ˆ̂®rb; ®n)

lnL(r̂s, ®̂rb; ®n)
, (7.10)

here
ˆ̂®rb are the conditional best-fit results of the nuisance parameters where the parameter of interest

is fixed to zero (H0 hypothesis), while (r̂s, ®̂rb) are the unconditional best-fit results (H1 hypothesis). The
Eq.7.10 can be manipulated similarly to Eq.7.5, and the numerator and denominator can be divided by

constant term lnL(®n; ®n), to define χ2λ,H0
= lnL(rs = 0,

ˆ̂®rb; ®n)/lnL(®n; ®n) and χ2λ,H1
= lnL(r̂s, ®̂rb; ®n)/lnL(®n; ®n).

Thus, the test statistic q0 can be written as:

q0 =

χ2λ,H0

− χ2λ,H1
μ̂ ≥ 0

0 μ̂ < 0
(7.11)

The terms χ2λ,H0
and χ2λ,H1

are the Poisson likelihood χλ minima for the H0 and H1 hypothesis. Given large
data samples, the asymptotic relations can be used, and the signal significance Z and the hypothesis
p-value can be computed from q0 as follows [353]:

p-valueμ=0 = 1 −Φ(
√
q0); Z0 = Φ

−1(1 − p-valueμ=0) =
√
q0, (7.12)

whereΦ is the Gaussian cumulative distribution function (CDF) andΦ−1 is the inverse Gaussian CDF. Low
Z0 or high p-valueμ=0 indicate that H0 is favoured over H1. Using the same procedure applied in the WIMP
search, only the upper edge of the confidence interval would be reported unless signal evidence above 3σ
is present in the data.

If Z0, or the p-valueμ=0, is consistent with the background-only hypothesis, a two-sided 90 % CL limit
is derived using the asymptotic test statistic q̃μ for upper limits [353]. The limit is set using the χ2λ as a
function of the parameter of interest rs. For convenience, the minimum of the likelihood function χ2λ is
subtracted during the scan. Like this, the Δχ2λ (rs) is defined. The 90 % CL is given by the x-projection of
the interception of Δχ2λ = 2.70 with the Δχ2λ (rs) scan. The square root of this value represents the number

166



of σ of a Gaussian distribution centered in 0 and with unity standard deviation such that the area above
that is 5 %. Then, ±1.64σ gives two-sided a 90 % confidence interval7. Since the total number of events
for this analysis is 33969, the high statistics condition is satisfied so that the asymptotic approach can
be used. The procedure for extracting the limit from the scan of Δχ2λ (rs) is shown in Fig.7.25.

Figure 7.25: Example of Δχ2λ scan as a function of the parameter of interest. In the case of high statistics and a
best-fit value greater than zero, the confidence intervals can be derived from the scan. The two horizontal lines
represent the 1σ (black) and 90% CL (red) of the best-fit value. The distance on the x-axis of the best-fit value with
the null result represents the significance Z0.

7.2.6 Results

In summary, the Poisson binned likelihood χ2λ was used to interpret the 111.4 days of XENONnT SR0 data
in the (2.04±0.16) t, equivalent to 0.62 t×yr exposure. The fit was performed in the reconstructed energy
space considering SS spectrum within (1, 600) keV and 1 keV binning. The expected energy spectrum
of the background considered and the signals sought were derived from simulation or theoretical calcu-
lations. After including the detector and selection effects, every component was normalized, given the
information provided in section 7.2.1 and section 7.2.4. Therefore, a unitary scaling parameter was asso-
ciated with each component, and when available, the relative uncertainty on the normalization was used
as a constraint. The state of the inference presented here is not the final one. The energy bias and the total
selection efficiency are fixed before the minimization of χ2λ , which will be updated for a future publication.

The scheme in Fig.7.26 summarises the inference pipeline. The background-only H0 and three signal
hypothesis H1 fits will be shown and discussed in the following section.

Background-only hypothesis

The best-fit H0 and the corresponding residual are shown in Fig.7.27. The fit converged to a minima with
χ2λ,H0

= 665.8093. The distribution of the residual is consistent with a Gaussian distribution centered in

7In the asymptotic regime: Z[σ] =
√
q̃μ, then

√
2.70 = 1.64σ

167



Measure data

MC simulation
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calculation

Inputs

Data energy
spectrum

Expected 
energy spectra

Detection and 
selection e�ciency

- data selection
- �ducialization
- cuts
- energy calibration

- event clustering
- single scatter selection
- �ducialization

- energy resolution

- energy bias Poisson binned
likelihood �t

Ancillary measurements
as constraint for nuisance

parameters

Figure 7.26: The inference pipeline can be summarized as follows: the energy spectrum of selected single scatter
XENONnT SR0 data was provided to the Poisson binned likelihood fit after the detector characterization, together
with the expected backgrounds and signal, derived either from simulations or from the theoretical calculations.
The detection and selection efficiency, as well as the energy resolution and energy bias, were propagated into the
expected spectra. The fit was performed considering the ancillary measurements, when available, as constraints
for the nuisance parameters. Scheme inspired by [264].

μ = (0.07 ± 0.04) and with a standard deviation σ = (1.00 ± 0.03) as shown in Fig.7.28. A slight positive
displacement for the 129mXe peak is present, most likely due to an overestimation in the energy bias. This
partially affects the fit quality as shown by the χ2λ,H0

/ndf ≈ 1.12, where ndf is the number of degrees of
freedom equal to the number of bins (599) minus the unconstrained scaling parameters (6).

The pre-fit initialization and the post-fit results are collected in Tab.7.3, together with the χ2λ,H0
value,

whichwill be used later for the comparisonwith the hypothesesH1. The pulls for the Gaussian constrained
nuisance scaling parameters, defined as the (r̂b−crb)/δcrb , where r̂b is the best-fit valuewhereas crb andδcrb
are the pre-fit value and its uncertainty [354], are shown as well. For 214Pb, for which a uniform constraint
was used, the pull was computed using as δcrb the half difference of the two boundaries (equal to 0.39).
No anomalous pull above pre-fit uncertainty was observed. Therefore, it is unlikely that the fit result is
impacted by one of these being incorrectly modeled.

The correlation among the scaling parameters is investigated, as shown in Fig.7.29. 136Xe is the dom-
inant background above ∼ 40 keV, and a negative pull of its scaling parameter is counterbalanced with
positive pulls of the other continuous spectra, in particular for 212Pb, 214Pb as well as 133Xe and Material.
Indeed an anti-correlation is observed between 136Xe and these background sources. A modest positive
correlation is also observed among the material and 212Pb, as well as 133Xe. If the materials are positively
pulled in the minimization, they will obscure the features in the spectrum due to the γ-decay from 133 Xe
at 81 keV as well as the edge in the 212Pb spectrum due to the nuclear de-excitation. Therefore, these
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Figure 7.27: Results of background-only H0 fit. The data are shown in the top panel with black points, while the fit
result with a solid red line. For the background components, one must refer to the legend. The bottom panel shows
the residual, in units of σ, between the data and the best H0 model.
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Figure 7.28: Residuals, in units of σ, for the results of background-only H0 fit. The distribution is well-consisted with
a Gaussian distribution centered in zero with unity standard deviation.

components need to be pulled up as well. These correlations would be reduced if constraints for the free
parameters were available. The fit uncertainties are modest overall, besides 133 Xe, which has ∼ 50 %

relative uncertainty. The fit is not very sensitive to it; therefore, if a different data selection was used,
namely removing more data near the neutron calibration, this component could have been omitted in the
background model.
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Pre-fit Post-fit Pull [δc]

Materials 1 0.8 ± 0.2

212Pb 1 1.4 ± 0.5

214Pb [0.53, 1.37] 1.17 ± 0.05 0.43

85Kr 1.0 ± 0.3 1.1 ± 0.2 0.28

Solar ν 1.0 ± 0.1 1.04 ± 0.09 0.42

136Xe 1.00 ± 0.04 0.98 ± 0.03 −0.40

124Xe 1.0 ± 0.2 1.1 ± 0.1 0.50

83mKr 1 4.6 ± 0.8

133Xe 1 32 ± 15

129mXe 1 5.7 ± 0.2

131mXe 1 1.95 ± 0.05

χ2λ,H0
= 665.8093

Table 7.3: Pre-fit values and post-fit results for background-only H0, together with the minimized χ2λ,H0
value.
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Figure 7.29: So called corner plot for the H0 fit. The Δχ2λ scans are shown for each pair of scaling parameters. In
addition, one-dimensional scans of whichminima correspond to best-fit values are shown. The blue, red, and yellow
solid lines represent the 1σ, 2σ, and 3σ fit uncertainty. A positive tilt of the two dimensions Δχ2λ scan corresponds to
a positive correlation, while a negative tilt to a negative correlation.
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A scaling parameter bigger than 1 translates into more events linked to that source. Therefore, the
equivalent activity (half-life) is higher (smaller) than the initialization. The fit results for the constrained
parameters are within the expectation. For instance, translating the best fit r̂214Pb and r̂124Xe to activity and
half-life respectively, one obtains A214Pb = (1.50 ± 0.07stats) μBq/kg and T1/2, 124Xe = (1.01 ± 0.09stats) ×
1022 yr. The best fit for 212Pb, which was free of constraints in the minimization, leads to an activity of
(0.11 ± 0.04) μBq/kg consistent within the statistical error with the α-decay activities of 220Rn and 216Po.

Signal hypothesis: 128I

The expected 128I energy spectrum, initialized as described in section 7.2.1, was included in the model.
The parameter of interest was free to vary in the minimization. The minimum value of the likelihood is
χ2
λ,H128I

1

= 665.7859. The H128I
1 fit result is shown in Fig.7.30. The best fit of the scaling parameter r̂128I is

equal to 0.002 ± 0.015. As reported by the χ2
λ,H128I

1

/ndf ≈ 1.12, no improvement in the quality of the fit

was observed. The results of post-fit scaling parameters are consistent with H0, and they are collected
in appendix A. The significance of r̂128I (Z0 = 0.15σ) and the p-value = 0.44 ensure that the best fit is
consistent with zero and suggest that H0 is favored over H128I

1 . Therefore, the upper limit r128I, lim < 0.029
at 90% CLwas extracted from the Δχ2λ scan as shown in Fig.7.31. The statistical parameters are collected
in Tab.7.4.
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Figure 7.30: Results of H128I
1 fit. The data are shown in the top panel with black points, while the fit result is shown

with a solid red line. The searched signal from 128I is shown in pink, and the best fit of the scaling parameter is
r̂128I = 0.002 ± 0.015. All background components are shown in the styles given in the legend. The bottom panel
shows the residual, in units of σ, between the data and the fitted model.
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Figure 7.31: Δχ2λ scan for 128I hypothesis fit as a function of the pa-
rameter of interest r128I . The 1σ line and 1.64σ - corresponding to 90%
CL - are shown with black and red dashed lines.

128I hypothesis

χ2
λ,H128I

1

665.7859

r̂128I 0.002 ± 0.015

q0 0.023

p-value 0.44

Z0 0.15σ

r128I, lim 0.029

Table 7.4: Summary of χ2
λ,H128I

1

fit.

Signal hypothesis: 127Xe

The expected 127Xe energy spectrum, initialized as described in section 7.2.1, was included in the model.
The parameter of interest r127Xe was free to vary without any limit. The The H127Xe

1 fit result is shown in
Fig.7.32. The likelihood minimum is χ2

λ,H127Xe
1

= 665.7514. The best fit of the scaling parameter r̂127Xe is

equal to 0.07 ± 0.31. The χ2
λ,H127Xe

1

/ndf ≈ 1.12 confirms that with or without the additional signal, the fit

quality is identical to H0. The r̂127Xe has a substantial relative error, and the reason is to be found in the
correlation with r129mXe

, as shown in Fig.7.33. The plot was derived by the two-dimensional scan of Δχ2λ with
respect to the two scaling parameters considered. The shape suggests a negative correlation between
the two components.

The results of post-fit scaling parameters are consistent with H0, and they are collected in appendix
A. Given χ2

λ,H127Xe
1

, the significance of r̂127Xe is 0.24σ and the p-value is 0.40. Therefore, H0 is favored over

H127Xe
1 . As discussed in section 7.2.4, the expected 127Xe produced during 241AmBe calibration leads to

a O(100 events) in the science data. From the minimum of χ2
λ,H127Xe

1

, the number of events (activity) are

44 ± 182 ( (2 ± 9) nBq/kg). Given the consistency with the null hypothesis, it is impossible to claim the
presence of 127Xe nuclei in the data. Nevertheless, the physics interpretation of this statement is weak
due to the degeneracy of the investigated signal with 129mXe. This search should be performed again,
removing more data in proximity of the 241AmBe calibration, and at the same time, the neutron-activated
background must be understood better and constrained.

In conclusion, given that H0 is favored over H127Xe
1 , the 90% CL upper limit on the scaling parameter of
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Figure 7.32: Results of H127Xe
1 fit. The data are shown in the top panel with black points, while the fit result is shown

with a solid red line. The searched signal from 127Xe is shown in pink, and the best fit of the scaling parameter is
r̂127Xe = 0.07 ± 0.31. All background components are shown in the styles given in the legend. The bottom panel
shows the residual, in units of σ, between the data and the fitted model.

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
r127Xe

4.50

4.75

5.00

5.25

5.50

5.75

6.00

6.25

6.50

r 12
9m

Xe

0.68
0.90

0.99

Figure 7.33: Correlation between the scaling parameters associated with 127Xe and 129mXe. Derived by the two-
dimensional scan of Δχ2λ to the two scaling parameters considered. The 68 %, 90 %, and 99 % percentile lines are
shown.

174



127Xe was derived and used to set a limit on nn disappearance lifetime assuming that no 127Xe nuclei were
produced during the 241AmBe calibration, implying that the limit is conservative. The upper limit r127Xe, lim
at 90% CL was estimated to be 0.59 from the Δχ2λ scan, as shown in Fig.7.34. The statistical parameters
are collected in Tab.7.5.
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Figure 7.34: Δχ2λ scan for 127Xe hypothesis fit as a function of the
parameter of interest r127Xe . The 1σ line and 1.64σ - corresponding to
90% CL - are shown with black and red dashed lines.

127Xe hypothesis

χ2
λ,H127Xe

1

665.7514

r̂127Xe 0.07 ± 0.31

q0 0.058

p-value 0.40

Z0 0.24σ

r127Xe, lim 0.59

Table 7.5: Summary of χ2
λ,H127Xe

1

fit.

Signal hypothesis: 127Te

The result of H127Te
1 fit, where the expected 127Te energy spectrumwas included in themodel and initialized

as described in section 7.2.1, is shown in Fig.7.35. Being the signal of interest, the scaling parameter r127Xe
was left unconstrained. The minimum of the likelihood is χ2

λ,H127Te
1

= 664.4797, corresponding to a r̂127Xe
is equal to 0.04 ± 0.04. The quality of the fit, indicated by the χ2

λ,H127Te
1

/ndf ≈ 1.12, is unchanged with

respect to H0. Similarly to the other signal investigated, the results of the post-fit scaling parameters are
consistent with H0. For more information, see appendix A. Given the significance of r̂127Te , equal to 1.15σ,
or equivalently the p-value = 0.12, the result is not significant. The 90 % CL was extracted from the Δχ2λ
scan as shown in Fig.7.36. The statistical parameters for interpreting the result are collected in Tab.7.6.
The r127Te, lim is 0.11.
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Figure 7.35: Results of H127Te
1 fit. The data are shown in the top panel with black points, while the fit result is shown

with a solid red line. The searched signal from 127Xe is shown in pink, and the best fit of the scaling parameter is
r̂127Te = 0.04 ± 0.04. All background components are shown in the styles given in the legend. The bottom panel
shows the residual, in units of σ, between the data and the fitted model.
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Figure 7.36: Δχ2λ scan for 127Te hypothesis fit as a function of the
parameter of interest r127Te . The 1σ line and 1.64σ - corresponding to
90% CL - are shown with black and red dashed lines.

127Te hypothesis

χ2
λ,H127Te

1

664.4797

r̂127Te 0.04 ± 0.04

q0 1.329

p-value 0.12

Z0 1.15σ

r127Te, lim 0.11

Table 7.6: Summary of χ2
λ,H127Te

1

fit.
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7.2.7 Conclusion

No evidence of the searched signals has been observed in the XENONnT SR0 data. Therefore a lower
limit at 90% CL on the lifetime is derived for the three decays as follows:

τlim =
ε × Neff × T
S90 % CL

, (7.13)

where ε contains the efficiency lost due to detector effects and data selection, as well as the chosen
energy window (see section 7.2.4), Neff is the effective number of nucleons that can undergo the decay
investigated, T is the XENONnT SR0 livetime (111.4 days) and S90 % CL is the number of events from the
investigated channels which can be excluded at 90 % CL based on the results of the Poisson binned
likelihood fits.

Neff consists of the number of 129Xe atoms (Nnucl) within the fiducial volume multiplied by the num-
ber of protons or neutrons (Nobj), whose decay would lead to the investigated signal, and for their decay
probability (λobj). The values of Nobj and λobj were taken from the DAMA/LXe analysis [143] (see Tab.2.3).

The S90 % CL was computed from the upper limits of the scaling parameters at 90 % CL discussed in
the previous section. The upper limit of the scaling parameter was used as a normalization factor for the
energy spectrum of the signal searched. Then, the S90 % CL was determined as the area subtended by the
spectrum. The information to compute the lifetime lower limits for the p, nn, and pp disappearance in
129Xe obtained from the XENONnT SR0 data are collected in Tab.7.7. The limits derived from this analysis
are O(10) times higher than the previous limits on nucleon and di-nucleon disappearance in 129Xe from
DAMA/LXe [143].

Nnucl of
129
54 Xe

decay mode daughter
nucleus

Nobj × λobj ε S90 % CL τlim [yr]

p 128
53 I 24 31.45% 93.83 > 6.09 × 1025

∼ 2.47× 1027 nn 127
54 Xe 9 80.07% 276.78 > 1.96 × 1025

pp 127
52 Te 4 93.23% 593.07 > 4.76 × 1024

Table 7.7: Lifetime lower limits at 90 % CL for the p, nn, and pp disappearance in 129Xe from XENONnT SR0 data,
consisting of 111.4 days, in 2 t fiducial volume. The limits were derived with Eq.7.13.

Compared to γ de-excitation searches performed by SNO+ [137] or KamLAND [138], XENONnT is not
competitive due to the different detector sizes. However, a future large-scale xenon experiment with a
fiducial mass of O(10 t), like DARWIN [101], will improve the sensitivity to these baryon violations pro-
cesses. The XENONnT limits are shown in Fig.7.7 together with the limits from DAMA/LXe [143] limits
and γ de-excitation searches.
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Figure 7.37: Lifetime upper limits at 90 % CL for p, nn, and pp nucleons disappearance. The colored regions rep-
resent the lifetime excluded. The radiogenic analysis with XENONnT SR0 data improved the current limits from
DAMA/LXe [143] for the nucleon and di-nucleon invisible decays in 129Xe. The most stringent limits have been set
with γ-ray de-excitation searches performed by SNO+ [137] or KamLAND [138].
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8
Conclusion

A wide range of astrophysical and cosmological observations indicate a Universe in which ordinary bary-
onic matter is a secondary component, and the total mass content is dominated by a new, yet unknown,
form of non-luminous matter: dark matter. Evidence suggests that dark matter consists of new particles
not contained in the Standard Model of particle physics. Several candidate particles can solve the dark
matter problem, and one of the most intriguing is the WIMP. In recent years, axions and bosonic dark mat-
ter, such as the dark photon, have gathered a lot of attention in the scientific community. Nevertheless,
WIMPs are still one of the main search candidates. In the context of direct detection of dark matter, dual-
phase xenon TPCs lead the efforts in the GeV-TeV WIMP mass range; among these, the XENON project
is one of the leading players. It is an international collaboration aiming to detect DM particles with an
ultra-sensitive and low background dual-phase time projection chamber with 5.9 t of instrumented liquid
xenon. The work presented in this manuscript focuses on the preparation for, commissioning, and results
of the first science run data of the XENONnT experiment, which operates at the underground Laboratori
Nazionali del Gran Sasso in Italy.

Dark matter is not the only problem arising from astrophysical and cosmological observations. The
day-to-day experience and cosmological calculations confirm that baryonic antimatter is essentially ab-
sent in the observable Universe. The matter-antimatter asymmetry can be explained if baryon and/or
lepton quantum numbers are not exact conserved quantities in nature. This has motivated an extensive
research program on nucleon decays in recent decades. Among various experimental techniques, the ra-
diogenic approach is one of themainmethods for invisible searches, where the products of nucleon decay
leave no trace in the detector. This technique relies on the search for the radioactive decay of the daugh-
ter nucleus originating after the disappearance of one or more nucleons in some favorable and abundant
isotope within the detector. The first search for the nucleon and di-nucleon disappearance in 129Xe using
the first XENONnT science data is one of the topics of this manuscript.
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The XENONnT TPC is equipped with 494 photomultiplier tubes arranged in two arrays at the top and
bottom of the TPC volume, which constantly monitor the 5.9 t of liquid xenon and allow for the recon-
struction of the energy deposited by the interacting particles in the active volume. The model used in
XENONnT (R11410-21) has been inherited from its predecessor XENON1T. This 3” model was developed
by Hamamatsu in collaboration with the XENON collaboration, specifically for use in liquid xenon dark
matter experiments: it uses extremely low radioactivity materials and is designed to optimize the perfor-
mances at xenon cryogenic temperature. Out of the 494 XENONnT PMTs, 153 XENON1T photosensors
were reused, and the remaining were newly produced. All of these went through a meticulous testing
campaign, where their performance was evaluated for at least one week in both liquid and gas xenon,
performed by the University of Zurich, Stockholm University, and Max-Plank-Institut für Kernphysik. At
the beginning of my doctoral project, I partly contributed to the last stages of the PMT testing campaign
conducted at the University of Zurich, testing 40 out of 105 PMTs. As it has been shown, the meticulous
testing campaign had a direct impact on the quality of the XENONnTPMTs. Out of the 368 tested PMTs, 13
PMTs were excluded because of the problem of vacuum leakage, 11 light emitting sensors were rejected,
and other 2 PMTs which could not be turned on were not considered for XENONnT. In the first XENONnT
science run, only 3 % were excluded, corresponding to a failure rate that is lower by a factor of ∼ 5 than
in XENON1T.

Together with the PMTs, the voltage divider circuit, or base, has been discussed in-depth. The same
XENON1T design was used for the XENONnT base, but all of them were newly produced after identifying
the materials which minimized their radioactive content. Then they were tested, verifying that the voltage
drop across each resistor in the circuit was correct, to discard problematic bases. Each PMT has its
own base fromwhich Kapton-insulated wires supply the high voltage, while PTFE-insulated RG196 coaxial
cables carry the signal. The XENONnT PMT cabling plan has been presented in detail. The distance
between the PMTs, and the signal amplifier or the high voltage power supply is ∼ 17 m. Therefore, a
detailed cabling plan was essential. The installation of the cables was optimized by splitting the cabling
plan into three sections and using custom low-radioactivity connectors to join them together.

Next, the PMT array assembly and the TPC assembly were presented. Given the low background re-
quirement, the assembly operations were performed in a clean room at LNGS following a careful cleaning
protocol. First, the PMT arrays were assembled after cleaning the cables, the base, and the PMT itself.
Once an array of PMTs was completed, each sensor was tested in a black box by ramping up the high volt-
age to −1.3 kV and checking the signal with an oscilloscope. All PMTs were fully functional, reflecting the
careful assembly operation. The TPC assembly lasted for 10 days. The timing was essential to minimize
radon progeny plate-out on inner surfaces. Eventually, the TPC was brought to the underground labora-
tory, installed at the center of the XENON water tank, and sealed into the cryostats. Once the cryostats
were closed, the detector commissioning began.

The commissioning lasted for almost one year. This manuscript focuses on the characterization of
PMTs performed at various stages of detector commissioning. Two PMT features weremonitored closely
in the context of this work: the signal amplification, or gain, and the single PE acceptances (SPE). It has
been shown how the PMT working conditions were set to optimize the SPE and achieve a uniform gain
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distribution. At the beginning of SR0, the SPE acceptance was on average above 90 %, while the gain
was around 2 × 106. These values remained stable throughout SR0, further demonstrating the reliability
of XENONnT PMTs at cryogenic temperature and ensuring high data quality, which was essential for a
competitive physics research program.

SR0 started in May 2021, and it lasted until December 2021. The XENONnT data processing pipeline
was discussed, from event construction to the correction applied to remove known distortions in event
properties. Afterwards, a general overview of data quality criteria, or cuts, was presented to reject unphys-
ical events and unwanted event topology. In the context of the Ph.D. project presented in this manuscript,
two cuts based on S1 features were developed. The first, S1 area fraction top, aims to reject events with
an improbable relative fraction of light observed from the top array. The second one, S1 pattern likelihood,
is based on a statistical interpretation of the S1 light pattern and aims to reject events reconstructed as
single S1 and single S2, but which are genuinely multiple scatter events. Both cuts, designed to have
∼ 99% signal acceptance, were included in the main XENONnT analysis. Then, the XENONnT simulation
framework was presented after the energy calibration discussion. In particular, it was shown how the op-
tical settings for the XENONnT TPC Geant4 model were derived based on an MC-data matching analysis,
which effectively described the light collection efficiency properties of the XENONnT detector.

Once the events have been corrected, the selection criteria have been developed, the energy calibration
has been defined, and the simulation framework has been validated, the SR0 data could be analyzed. In
this thesis, the XENONnT results of the low energy ER analysis and the search for spin-independent elastic
scattering of WIMPs were shown. A contribution to the background model has been made in the work of
this thesis by providing the radiogenic electronic recoil material background prediction for energies below
140 keV, equivalent to (2.4 ± 0.4) events/(t × yr × keV) in a 4.37 t fiducial mass.

The search for new physics in the low-energy ER region shows no excess above the background. Con-
sequently, 90% confidence level upper limits on solar axions, bosonic dark matter models, and solar neu-
trinos with an enhanced magnetic moment were set. However, an unprecedented background level was
achieved. The average measured ER background rate in the 4.37 t fiducial mass, within (1;30) keV, was
(15.8±1.3) events/(t×yr×keV), a factor ∼ 5 lower than the predecessor XENON1T. Similarly, for theWIMP
search, the best fit to the SR0 data was compatible with the background-only hypothesis. Therefore, limits
were placed on the spin-independent WIMP-nucleon scattering cross-section at 90% confidence level for
a wide range of WIMP masses. The lowest limit achieved with SR0 is 2.37 × 10−47 cm2 at 28 GeV/c2.

Although the XENONnT performance was optimized for the low energy region, the unprecedented
background level achieved during SR0 allows the investigation of additional physics channels at energies
previously unattainable in XENON experiments, such as the invisible nucleon and di-nucleon decay in
129Xe. Similar to the search performed by DAMA/LXe experiment, a pioneer for these searches in the
context of xenon-based detectors, the n, nn, pp disappearances in 129Xe were investigated by searching
the radioactive decays of the 128I, 127Xe, and 127Te produced as a result of the decay of the nucleons. The
analysis technique resembled the low-energy ER analysis but in a wider energy region up to 600 keV. In
order to extend the energy region of interest, several studies had to be performed and new tools had to be
developed. In particular, the validation of the XENONnT simulation framework used to derive the signal
and background models, as well as the efficiency loss due to data selection, was shown. The simulated
detector response was already sufficiently good: The single- and multi-site reconstruction performances
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were captured well from the simulation framework, as shown by SS-MS spatial resolution (the minimum
vertical separation required between consecutive energy depositions to reconstruct them individually)
studies. However, further studiesmust be performed to validate the XENONnT simulation framework fully.
The studies carried out with 212Pb data will be performed again after implementing the recommended
decay branching ratio in the XENONnT Geant4 model.

The analysis details were discussed in-depth and the expected energy spectra of the instigated signal
were shown. The data utilized in the analysis were detailed as well as the independent measurements
utilized to develop the background model. A Poisson binned likelihood χ2λ was used to interpret the recon-
structed energy spectrum within (1, 600) keV and 1 keV binning, from 111.4 days of XENONnT SR0 data in
the ∼ 2.0 t fiducial volume. This is the first analysis performed in the XENON experiment in this energy
range. The background-only hypothesis well described the data, and the best-fit results were within ex-
pectations. This suggests the robustness of the methods used, such as the simulation-driven efficiency
loss. No significant evidence of the sought signals was observed. A lower limit on the lifetimes of the
n, nn, and pp invisible decays at 90 % CL were derived: τn, lim > 6.09 × 1025 yr, τnn, lim > 1.96 × 1025 yr,
and τpp, lim > 4.76 × 1024 yr. Given the fact that it was not possible to quantify the number of 127Xe nuclei
produced during the 241AmBe calibration, the limit on nn decay is conservative. The limits derived from
this analysis are O(10) times higher than the previous limits on nucleon and di-nucleon disappearance in
129Xe from DAMA/LXe. These results will be summarized for publication.

XENONnT continues to collect data at LNGS. Since the conclusion of SR0, several upgrades have been
made to XENON’s infrastructure. The radon removal system, which previously operated only in gas mode,
is now operating by combining liquid and gas modes, from which further reduction in 222Rn activity is
expected. The preliminary operations before doping the XENONnT water tank with gadolinium salt are
almost completed. Data collection with the neutron veto operating as designed is planned in the near
future. A detector calibration with an external source of 232Th has been performed, and data analysis is
underway. Combining this calibration with a dedicated calibration of 222Rn will help to further validate
the XENONnT simulation framework. XENONnT started its second physics run in May 2022. The data
analysis is ongoing, and new exciting physics results are expected in the near future.
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A
H1 hypothesis fitting results

The following table collects the fit results of the nuisance scaling parameters for the three H1 hypotheses
investigated. The scaling parameters derived for the three hypotheses agreed with the background-only
hypothesis H0 (see Tab.7.3), and with each other.

Pre-fit χ2
λ,H128I

1

χ2
λ,H127Xe

1

χ2
λ,H127Te

1

Materials 1 0.8 ± 0.2 0.9 ± 0.2 0.9 ± 0.2
212Pb 1 1.4 ± 0.5 1.4 ± 0.5 1.3 ± 0.5
214Pb [0.53, 1.37] 1.17 ± 0.05 1.17 ± 0.06 1.15 ± 0.05
85Kr 1.0 ± 0.3 1.1 ± 0.3 1.1 ± 0.3 1.0 ± 0.3

Solar ν 1.0 ± 0.1 1.04 ± 0.09 1.04 ± 0.09 1.0 ± 0.1
136Xe 1.00 ± 0.04 0.98 ± 0.03 0.98 ± 0.03 0.99 ± 0.03
124Xe 1.0 ± 0.2 1.1 ± 0.1 1.1 ± 0.1 1.1 ± 0.1
83mKr 1 4.6 ± 0.7 4.6 ± 0.7 4.4 ± 0.8
133Xe 1 32 ± 15 32 ± 15 18 ± 19
129mXe 1 5.7 ± 0.2 5.6 ± 0.3 5.6 ± 0.2
131mXe 1 1.95 ± 0.05 1.95 ± 0.05 1.95 ± 0.05

Table A.1: Pre-fit values and post-fit results of nuisance scaling parameters for the three hypotheses.

The following figures are shown the so-called corner plot for the fit. It consists of two dimensions Δχ2λ
scans for each scaling parameters pair and the one dimension scan for each individual fitted parameter.
The blue, red, and yellow solid lines represent the 1σ, 2σ, and 3σ fit uncertainty. A positive tilt in the two
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dimensionsΔχ2λ scans is equivalent to a positive correlation among the parameters. In contrast, a negative
tilt reflects a negative correlation. No new correlations were observed among the nuisance parameters
compared to H0 fit corner plot shown in Fig.7.29. As already discussed in section 7.2.6, a strong anti-
correlation is present among 127Xe and 129mXe. Another anti-correlation is present between 127Te and 133Xe
due to the similar shape and the absence of any constraint for 133Xe. Current studies on neutron activation
background will help in the future to reduce these negative correlations and reduce the fit uncertainty.
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Figure A.1: So called corner plot for the H128I
1 fit. The Δχ2λ scans are shown for each pair of scaling parameters. In
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Figure A.2: So called corner plot for the H127Xe
1 fit. The Δχ2λ scans are shown for each pair of scaling parameters. In

addition, one-dimensional scans of whichminima correspond to best-fit values are shown. The blue, red, and yellow
solid lines represent the 1σ, 2σ, and 3σ fit uncertainty. A positive tilt of the two dimensions Δχ2λ scan corresponds to
a positive correlation, while a negative tilt to a negative correlation.
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Figure A.3: So called corner plot for the H127Te
1 fit. The Δχ2λ scans are shown for each pair of scaling parameters. In

addition, one-dimensional scans of whichminima correspond to best-fit values are shown. The blue, red, and yellow
solid lines represent the 1σ, 2σ, and 3σ fit uncertainty. A positive tilt of the two dimensions Δχ2λ scan corresponds to
a positive correlation, while a negative tilt to a negative correlation.
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